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 Nowadays, machine learning (ML) algorithms have been widely chosen for classifying satellite 
images for mapping Earth's surface. Support Vector Machine (SVM) and Random Forest (RF) 
stand out among these algorithms with their accurate results in the literature. The aim of this 
study is to analyze the performances of these algorithms on land use and land cover (LULC) 
classification, especially wetlands which have significant ecological functions. For this 
purpose, Sentinel-2 satellite image, which is freely provided by European Space Agency (ESA), 
was used to monitor not only the open surface water body but also around Marmara Lake. The 
performance evaluation was made with the increasing number of the training dataset. 3 
different training datasets having 10, 15, and 20 areas of interest (AOI) per class, respectively 
were used for the classification of the satellite images acquired in 2015 and 2020. The most 
accurate results were obtained from the classification with RF algorithm and 20 AOIs. 
According to obtained results, the change detection analysis of Marmara Lake was 
investigated for possible reasons. Whereas the water body and wetland have decreased more 
than 50% between 2015 and 2020, crop sites have increased approximately 50%.   
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1. Introduction  
 

In remote sensing, land use and land cover (LULC) 
maps are hugely demanded for land management and 
monitoring of natural resources such as wetlands, forest 
areas, grasslands [1]. The most significant way to 
produce LULC maps is to classify remotely sensed images 
using a variety of classification algorithms [2]. LULC 
maps, which are used in different fields such as 
agricultural tracking and city planning, are extremely 
important in sustainable monitoring and analyzing 
different ecosystems [3-4]. For the long-term change 
analysis generally, Landsat satellite images have been 
used because of providing free satellite images since the 
1970s [5]. However, Sentinel-2 MSI satellite images have 
gained importance in the short-term change analysis [6]. 
With having 13 spectral band capacity, high spatial 
resolution between 10-60 meters, and having free access 
on a global scale, Sentinel-2 MSI provides a great 
advantage for researchers.     

Many different classification methods have been 
developed and conducted such as unsupervised and 

supervised classification methods. With the development 
of machine learning (ML) algorithms, the accuracy and 
usage of classification methods have been increased. 
There are multiple ML algorithms used for the LULC 
classification, but random forest (RF) and support vector 
machine (SVM) algorithms have become prominent in 
the last years and have been widely used for that purpose 
[7-8]. These methods provide superior performance 
compared to traditional methods, especially in remote 
sensing applications [9]. However, these algorithms do 
not give the same results with different satellite data. The 
quality, number, and distribution of the training and test 
data sets have huge importance for the performance of 
the selected algorithm. It is important to compare 
applications to measure the performance of these 
algorithms based on the number of training and test 
points. 

Google Earth Engine (GEE) has gained popularity in 
recent years. GEE makes geospatial analysis easy, 
enables processing satellite images using mathematical 
operations and many classification algorithms 
implemented. GEE provides to make global scale [10] and 
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local scale [11] water bodies and wetland analysis. Wang 
et al. [12] analyzed long-term surface water dynamics of 
the Yangtze River Basin using RF classification algorithm 
via GEE and Amani et al. [13] used GEE to create the 
wetland inventory of Canada by applying RF algorithm to 
satellite images.  

The main objective of the study is the investigate the 
performance of machine learning algorithms in LULC 
classification of wetland by increasing the amount of the 
training dataset. For this purpose, RF and SVM 
algorithms were selected and applied to Sentinel-2 
satellite images via the GEE platform. In the study, 
Marmara Lake, which is considered as one of the 
Nationally Important Wetlands in Turkey, was examined 
between the years of 2015 and 2020 as a test site and 
spatio-temporal analysis of the lake and its surroundings 
was investigated with the most accurate classification 
algorithm for short term change analysis. 

 

2. Study area 
 

In the study, classification performance analysis and 
LULC change analysis were applied on Marmara Lake. 
Marmara Lake is located in the Aegean Region, within the 
borders of Manisa province, between Salihli, 
Gölmarmara, and Ahmetli districts. Its depth is 3-4 m, 
and its altitude is 74 m. The lake, which was included in 
the wetland category according to the Regulation on the 
Conservation of Wetlands published in 2002, became a 
Nationally Important Wetland in 2017. Marmara Lake, 
which is economically important for the local community 
with fishing and tourism activities, has 162 bird species, 
32 mammal species, and 355 different plant species in its 
ecosystem according to the report prepared in 2017 [14]. 
 

 
   

 
Figure 1. Study area 
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3. Dataset  
 
Sentinel-2 MSI satellite images were used in the 

study for 2015 and 2020 years. It is freely available data 
and provides images since 2015. The Sentinel-2A 
satellite is a multispectral image with a medium spatial 
resolution developed by ESA. It has 13 spectral bands 
and the spatial resolution of them varies between 10 to 
60 m. It also provides atmospherically corrected images. 
The detailed information is given in Table 1. In this study, 
satellite images acquired in the summer months were 
selected to use cloud-free images. 
 
Table 1. Sentinel-2A MSI Information 

Data Sentinel-2A MSI 
Spatial Resolution B2-4, B8: 10 m 

B5-7, B8A, B11-12: 20 m 
B1, B9: 60 m 

Spectral 
Resolution 

B1: 443.9 nm, B2: 496.6 nm, B3: 560 
nm, B4: 664.5 nm, B5: 703.9 nm, B6: 
740.2 nm, B7: 782.5 nm, B8: 835.1 
nm, B8A: 864.8 nm, B9: 945 nm, 
B11: 1613.7 nm, B12: 2202.4 nm 

Radiometric 
Resolution 

12 bits 

Temporal 
Resolution 

5 days 

Used Dates 2015-07-30 
2020-08-02 

 

In general, one of the functions of these satellite 
sensors is mapping processes regarding LULC. CORINE 
(Coordination of information on the environment) Level 
2 classes were considered in the classification process. 
CORINE is an inventory of European land cover split into 
44 different land cover classes. Corine Level 2 classes are 
selected for the training data of the three dated images. 
According to spatial characteristics of the study area, 
four different classes in the CORINE Level 2 are selected 
by their order. 

Classification algorithms were applied on the GEE 
platform using Sentinel-2 satellite images. GEE is a web-
based system that enables access to a comprehensive 
catalog of satellite images, analysis, and visualization on 
a global scale. While the entire surface can be accessed, it 
provides freely accessible huge datasets including 
satellite image archive data for scientists and 
researchers. Provided data can be used in different 
remote sensing and geospatial analysis. 
 
 
4. Methodology 
 

Based on the GEE platform, two ML algorithms, SVM 
and RF, and different training data sets were used and 
compared. A flowchart of the study is given in Fig. 2 and 
conducted research steps were explained in the 
following sections. 
 

 

 
Figure 2. Flowchart of the study 

 
 

In the first stage, RF classifier was used for mapping 
Marmara Lake. The RF classifier is a machine learning 
algorithm that combines many tree classifiers. To classify 
an input vector, each tree classifier generates a unit vote 
for the most common class in the tree [15]. RF, which is 
one of the most applied machine learning algorithms in 

classification studies [4,16] with a different type of data 
[17], increases the accuracy of the classification by 
creating more than one decision tree (Fig. 3). Several 
studies have shown that the RF classifier is capable of 
handling high data dimensionality and multi-linearity 
while still being fast and resistant to overfitting [18]. The 
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number of active variables in the random subset at each 
node and the number of trees in the forest are two 
parameters of RF. The number of active variables was set 
to the square root of the feature numbers whereas the 
number of trees was fixed to 25. 
 
 

 
Figure 3. Random Forest Algorithm Architecture [18] 
 

Since SVM is a supervised non-parametric statistical 
learning method, no assumptions about the underlying 
data distribution are made [19]. In the SVM algorithm, a 
hyperplane is created and the data is divided into two 
classes (Fig. 4). SVM is popular in remote sensing 
classification studies [20-21] and it is stated that SVM can 
be dealt with the classification of complex LULC [22]. For 
the SVM classifier, the radial basis kernel function was 
selected and the hyperparameters for gamma and cost 
were selected respectively 0.5 and 10. 
 

 
Figure 4. Support Vector Machine Algorithm Example 
[23] 
 

Training datasets were collected on the GEE as 
polygons which are shown in Fig 5. The training area of 
interests (AOIs) for each class were selected as polygons 
which contain almost homogenous pixels in the area. To 
estimate the effect of training areas that are used on the 
classification they were separated into 3 different sized 
groups. The first group has the lowest area with 10 
polygons and the second one has 15 polygons and the last 
one has the biggest area with 20 polygons. The effects of 
the increasing number of training data were evaluated. 

The results of the classification are different than each 
other.  

These results can show us how much training area 
should be taken into classification to determine the best 
accuracy. Point data were used for the accuracy 
assessment (Fig. 5). The number of the training area and 
accuracy assessment points are given in Table 2 and the 
number of pixels in three data sets is given in Table 3. 
Classified satellite images are given in Fig. 6. 
 

 

 
Figure 5. An example of AOIs for each Land Cover class 
collected with geometry tool in Google Earth Engine 
map. 

 
Table 2. Detailed information of training and test data  

Data Date AOI 
per 
class 

Algorithm Acc. Ass. 
points per 
class 

Sentinel-
2 MSI 

2015 
10 

RF 
& 

SVM 

30 15 
20 

2020 
10 

30 15 
20 

 

Table 3. Number of pixels for each class 2015 and 2020 

AOI/Class Water Wetlands Land Crop  Date 

10 11159 1063 3714 1891 
2015 15 16961 1141 3958 2177 

20 20679 1451 5769 2647 

10   4786   336 2269   740 
2020 15   5483   396 2615   859 

20   6379   513 4325 1158 

 
Accuracy assessment shows the quality of the 

classification map. Therefore, overall accuracy (OA) and 
kappa coefficient (K) were calculated for each 
classification result using Eq.1-2. 
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OA =
Sk

S
× 100 (1) 

 
where k represents the different AOI on the diagonal 

of the error matrix, Sk is the number of correctly 
classified samples, and S is the sample number. 
 

K =
p(correct classification)  −  p(chance classification)

1 −  p(chance classification)
 (2) 

 
where p is proportion [24]. K values vary between 0 

to 1 and values close to 1 show good classification. 
 

5. Results and Discussion 
 

The accuracy assessment results of LULC 
classification have been achieved using error matrices. In 
the accuracy assessment, four classified categories were 
considered: water, wetlands, land, and crop. Water 
defines the open surface area of the water body and the 
wetland class consists of the inland marshes. The land 
class covers the sparsely vegetated areas and the crop 
defines the heterogeneous agricultural area. LULC 
classes were created based on the CORINE. The overall 
accuracy (OA), and the kappa coefficient (K) was 
generated for each classification experiment and are 
given in Table 4. 

In the accuracy assessment analysis, there are 
multiple methods to determine the number of test points 
as balanced or unbalanced. In studies with balanced and 
unbalanced training data sets, it has been observed that 
as the number of training pixels in each class increases, 
the model learns better and the classification accuracy 
increases in both data sets [25-26]. According to Thanh 
et al. [27] although the performance of balanced and 
unbalanced training datasets differs for both algorithms, 
the accuracy between the two models is approximately 
similar and high if the training sample is sufficient for the 
model. In our study, a direct link between pixel counts 
and accuracy was observed in parallel with these articles. 

 

Table 4. Overall accuracy and kappa results of the 
classifications 

AOI\ 
Model 

SVM RF 
Date 

OA (%) Kappa OA (%) Kappa 
10 81.0 0.74 82.0 0.76 

2015 15 88.0 0.83 86.0 0.81 
20 91.0 0.88 93.0 0.91 

10 80.8 0.74 81.7 0.76 
2020 15 86.7 0.82 86.7 0.82 

20 91.7 0.89 92.5 0.90 
 

Besides the importance of the number of test sets, 
however, the distribution of the test sets is also 
important to more accurate analysis. For this purpose, 
test points should be homogeneously distributed. In this 
study, balanced test points were used (Table 2) and test 
points were homogeneously distributed. 30 test points 
were used per class and according to Story and Congalton 
[28] at least 30 samples are required to sufficiently 
populate the error matrix. According to Table 4, an 
increasing number of the training data improved the 
classification accuracy in both algorithms. However, the 
RF algorithm yielded slightly better overall accuracies 

with higher kappa coefficients (0.91 and 0.90, 
respectively) on both dates compared to the SVM 
algorithm. The best classification accuracy in both 
algorithms was obtained with 20 AOI on both dates. The 
error matrices of classification with 20 AOI are shown in 
Table 5. Water and wetland classes were mixed in the 
classification results.  

The main reason is the mixed pixels that contain 
water and marshes on the coastal side of the lake. 
Additionally, the other mixed classes are land and crop.  
Because of having heterogeneous agricultural pattern, 
crop class mixed with the land class which contains 
sparsely vegetation. Classification results are shown in 
Fig. 7 and Fig. 8. Classification maps were produced 
considering CORINE color standards. 

The areal change of the classes was calculated based 
on the RF classification results that were determined as 
the most accurate in the study. The areal coverage of the 
classes on both dates is given in Table 6. Marmara Lake, 
which is the Nationally Important Wetland, has lost more 
than half of the water and wetland (50.2% and 62.2%, 
respectively) since 2015. Most of these lost sites were 
converted to croplands.  

Although the lake has been feeding 3 different 
sources, the water area has been decreasing in the last 
years. The first reason for that is the increase in irrigation 
demand [29]. According to the Turkish Statistical 
Institute [30], the agricultural area in the Gölmarmara, 
Ahmetli, and Salihli districts where the lake is located has 
increased approximately 3.3% between 2015 and 2020. 
This has caused an increase in water consumption for 
irrigation purposes.  

The second reason is the withdrawal of groundwater 
sources. Although there is not enough information about 
groundwater resources, it is known that there are many 
illegal wells other than licensed wells [31]. 

The third and significant reason is the effects of the 
meteorological parameters. According to the Turkish 
State Meteorological Service [32], the annual 
precipitation average has decreased from 637.8 mm to 
507.6 mm between 2015 and 2020 years on the national 
scale. In addition to precipitation, the annual 
temperature average has risen approximately 1 °C in the 
last 5 years. 
 

6. Conclusion  
 

In a conclusion, training data size and classification 
algorithms are important to achieve higher classification 
accuracy. In the study, it can be stated that the RF 
algorithm showed slightly better classification 
performance compared with the SVM algorithm. 
Increasing the number of training datasets improved the 
classification accuracy. Classification processes were 
applied to Sentinel-2 satellite images which have high 
spatial resolution data among the free available satellite 
images. All classification steps were implemented to the 
GEE and it makes processing satellite images easy with 
the increasing number of data and provides to rapidly 
access the results. 

According to change detection analysis from the most 
accurate classification results, the area of the water body 
and wetland has dramatically decreased. Although the 
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lake is fed by different sources, the most likely causes of 
these significant decreases in the water body and 
wetland are climate change and unconscious irrigation. 
Additionally, it is observed that most of the dried lands 
were converted to the agricultural area in the study site.  

This study has generated significant information 
about the LULC dynamics of Marmara Lake and its 
transformation during the last five years (2015–2020). It 

can be used as reference data for the decision-makers to 
protect water resources and nationally important 
wetlands. Additionally, this study was conducted for the 
summer season.  

In future studies, water bodies and wetlands can be 
evaluated with seasonal and integrated with a different 
type of datasets which can improve the classification 
accuracy. 

 

Table 5. Error matrices of RF and SVM classifications with 20 AOI 

Error Matrix of RF 2015 

LULC Classes Water Wetlands Land Crop Total User Acc. (%) 

Water 28 1 0 0 29 97.0 

Wetlands 2 29 0 0 31 94.0 

Land 0 0 27 2 29 93.0 

Crop 0 0 3 28 31 90.0 

Total 30 30 30 30 120  

Producer Acc. (%) 93.3 97.0 90.0 93.3  93.0 

Error Matrix of RF 2020 

LULC Classes Water Wetlands Land Crop Total User Acc. (%) 

Water 28 4 0 0 32 87.5 

Wetlands 2 26 0 0 28 92.9 

Land 0 0 28 1 29 96.6 

Crop 0 0 2 29 31 93.5 

Total 30 30 30 30 120  

Producer Acc. (%) 93.3 87.0 93.3 96.7  92.5 

Error Matrix of SVM 2015 

LULC Classes Water Wetlands Land Crop Total User Acc. (%) 

Water 27 3 0 0 30 90.0 

Wetlands 3 27 0 0 30 90.0 

Land 0 0 27 2 29 93.0 

Crop 0 0 2 28 31 90.0 

Total 30 30 30 30 120  

Producer Acc. (%) 90.0 90.0 90.0 93.3  91.0 

Error Matrix of SVM 2020 

LULC Classes Water Wetlands Land Crop Total User Acc. (%) 

Water 27 2 0 0 29 93.1 

Wetlands 3 28 0 0 31 90.3 

Land 0 0 27 2 29 93.1 

Crop 0 0 3 28 31 90.3 

Total 30 30 30 30 120  

Producer Acc. (%) 90.0 93.0 90.0 93.3  91.7 
 

 
Figure 6. Sentinel-2A MSI RGB Imageries of 2015-07-30 and 2020-08-02 
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Figure 7. LULC classification results using RF classifier with 10 AOI (a-b), 15 AOI (c-d) and 20 AOI (e-f) for two dates 

 
Table 6. Areal change of the lake between 2015 and 2020 

Class/Area 2015 (ha) 2020 (ha) Change (ha) Change (%) 

Water 5399.1 2689.3 -2709.8 - 50.2 

Wetlands 1604.4 605.9 -998,5 - 62.2 

Land 24199.7 25387.6 +1187,9 + 4.9 
Crop 5049.2 7569.5 +2520,3 + 49.9 
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Figure 8. LULC classification results using SVM classifier with 10 AOI (a-b), 15 AOI (c-d) and 20 AOI (e-f) for two dates 
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