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Text Authorship Identification Based On Ensemble Learning And  

Genetic Algorithm Combination in Turkish Text 

Highlights 

 Determination of author identity from Turkish texts. 

 Using the combination of Genetic Algorithm and Bagging algorithm in feature selection process 

 Experimental results before and after feature selection were compared with Bagging Method, which includes 5 

different classifiers:Naive Bayes, K-Nearest Neighbor, Artificial Neural Networks, Support Vector Machine and 

Decision Tree. 

Graphical Abstract 

In problem-solving, 4 different techniques were used in feature extraction. On the features obtained by each method, the 

most suitable feature selection process was carried out with the combination of Genetic Algorithm and Bagging Method. 

Obtained feature sets are modeled by the Bagging method.  

 

 

Aim 

Determination of important stylistic features in the process of author detection from Turkish texts and automatic author 

detection with machine learning methods by using these features.  

Design & Methodology 

In the study, natural language processing techniques were used in feature extraction, a combination of Genetic Algorithms 

and Bagging method in feature selection, and Bagging Algorithm with five different classifiers in model creation.  

Originality 

Examination of a total of 6 sub-data sets for the author identification process which ensures the selection of the most 

appropriate data set. The use of classical machine learning algorithms in both classification and feature selection in 

Bagging. 

Findings 

Our study with 40 authors reached 89% accuracy. 

Conclusion 

The high values in metrics were achieved despite the excessive number of authors compared to current similar studies. 

By using Genetic Algorithm and Bagging together in the feature selection process, the accuracy rate increased by 8%. 

Declaration of Ethical Standards 

The author(s) of this article declare that the materials and methods used in this study do not require ethical committee 

permission and/or legal-special permission. 

 

Figure 1 A general summary of the working process 
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ABSRACT 

The easiness of reaching information through the internet and social media and the expansiveness of opportunities for searching, 

copying, and spreading data have caused some problems in identifying an author for a specific text. A text carries the characteristic 

features of the person who wrote it, and these features can be used to identify its author. For this study, we are offering a method 

that is based on an approach using ensemble learning algorithm (ELA) and genetic algorithm (GA) for author identification in 

Turkish texts. The raw data set, which includes 40 authors and 3269 texts, was created from Turkish news websites and analyzed 

in pre-processing step. After, syntactic and structural analyses were done on the data and, in total, 6 different data sets were created. 

Each of the data sets was subjected to the feature selection process by using GA and ELA approach together. Each of the obtained 

data sets from the previous step was classified by using the ELA's bagging method which contains 5 different classifiers, namely, 

Naive Bayes, K-Nearest Neighbor, Artificial Neural Networks, Support Vector Machine, and Decision Tree. After applying the 

aforementioned processes to the raw data, the author identification approach reached 89% accuracy. The combination of ELA and 

GA has a strong potential to identify the author of a text. 
Keywords: Author identification, ensemble learning, genetic algorithm, feature selection. 

Türkçe Metinde Topluluk Öğrenme ve Genetik 

Algoritma Kombinasyonu Tabanlı Yazar Tahmini 

ÖZ 

İnternet ve sosyal medya aracılığıyla bilgiye ulaşmanın kolaylaşması ve veri arama, kopyalama ve yayma olanaklarının geniş 

olması, belirli bir metin için yazar belirlemede bazı sorunlara neden olmuştur. Bir metin, onu yazan kişinin karakteristik 

özelliklerini taşır ve bu özellikler onun yazarını belirlemek için kullanılabilir. Bu çalışma için, Türkçe metinlerde yazar tespiti için 

topluluk öğrenme algoritması (TÖA) ve genetik algoritma (GA) kullanan bir yaklaşıma dayalı bir yöntem sunuyoruz. 40 yazar ve 

3269 metinden oluşan ham veri seti Türkçe haber sitelerinden oluşturulmuş ve ön işleme aşamasında analiz edilmiştir. Daha sonra 

veriler üzerinde sözdizimsel ve yapısal analizler yapılmış ve toplamda 6 farklı veri seti oluşturulmuştur. Veri setlerinin her biri, 

GA ve TÖA yaklaşımı birlikte kullanılarak öznitelik seçim sürecine tabi tutulmuştur. Bir önceki adımdan elde edilen veri setlerinin 

her biri, TÖA'nın Naive Bayes, K-En Yakın Komşu, Yapay Sinir Ağları, Destek Vektör Makinesi ve Karar Ağacı olmak üzere 5 

farklı sınıflandırıcı içeren torbalama yöntemi kullanılarak sınıflandırılmıştır. Ham verilere yukarıda bahsedilen işlemler 

uygulandıktan sonra yazar belirleme yaklaşımı %89 doğruluğa ulaşmıştır. TÖA ve GA kombinasyonu, bir metnin yazarını 

belirlemek için güçlü bir potansiyele sahiptir. 

Anahtar Kelime: Yazar tespiti, topluluk öğrenme, genetik algoritma, özellik seçimi.

1. INTRODUCTION 

The amount of digital information has been increased 

substantially in recent years which caused researchers to 

focus more on the automatic analysis of information. The 

digital information mostly formatted as text and author 

identification from text plays important role in different 

fields [1].  For example, plagiarism detection in academic 

studies, sender identification of SMSs and e-mails, and 

author identification of blog and news articles, terrorist 

statements, suicide notes and fake profiles on social 

media based on posts. 

In a typical author identification task, the aim is to detect 

whether a text generated by a certain author. Due to the 

high amount of data, learning machines are adopted 

widely instead of traditional approaches for example 

manual analysis. To identify the author using learning 

machines, text samples generated by different authors are 

collected in a data set. Then, features in every text 

generated by a certain author are extracted. The data 

samples which contain the extracted features are 

classified using machine learning. Therefore, a text may 

be identified whether it is generated by the same author. 

The foundation of the work in the field of author 

identification was proposed in 1871 with the idea of 

analysing the frequency of use of words of the same 

length. This idea proposed by Morgan, moreover, he 
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created the foundation of the concept of stylistic analysis 

[2]. The  first manual calculation sample of the concept 

of stylistic analysis was performed by Mendenhall at the 

end of the 19th century. That sample was improved on 

the statistical measurement of the writing style [3]. The 

stylistic analysis, which extracts author information from 

text data, was applied to Shakespeare’s play scripts. 

George Yule, then, adopted the idea of the frequency of 

words aiming to measure of word richness [4]. The first 

computer-aided comprehensive study in the field was 

done using ‘The Federalist Papers’ which includes 146 

texts whose authors were unclear. In the study, the 

frequencies of ‘and’ and ‘in’ were analysed statistically 

[5].  

In the literature, many studies in the English language has 

been conducted in the field of author identification. In 

recent years, texts in different languages apart from 

English has been studied. In one study, the author 

identification process was carried out on 200 authors and 

their 547 Thai language texts. In the study, a total of 46 

different lexical, syntactic, and structural based features 

were used and texts were divided into the same length 

pieces. The Pivot-based Distributed K-Nearest Neighbor 

was used as a classifier, 3 different Hausdorff Length 

methods which are standard, partial, and modified were 

used, and it reached 91.02% accuracy [6]. 

In another study which was conducted using Arabic texts, 

author identification was done over 7 authors and 456 

texts in total. The classification was performed with 

Support Vector Machine and Functional Tree Algorithm 

using a set of 12 features including lexical, syntactic, 

structural and content-specific features. Holdout test and 

functional tree algorithm reached 82%  accuracy  [7]. 

In another study done on Arabic texts, the author 

identification process of the old text was conducted using 

Manhattan, Cosine, Stamatatosand Camberra distances, 

Multilayer Perceptron, Support Vector Machine, and 

Linear Regression. In the study, several data sets were 

created using word-bigram, word-trigrams, word-

tetragrams, and rarely used words from the main data set 

which contains texts of 10 authors. The highest accuracy 

value was 80% which reached using The Sequential 

Minimal Optimization-based Support Vector Machine 

classifier on the rare words data set [8]. 

Every texts contain some characteristics of the language 

that they were written in. Therefore, it is expected that 

the features used in author identification may change 

depending on the language. In the literature, there are 

many studies conducted on different languages, for 

example English [9] , Arabic [7], [8], [10], German [11], 

Hebrew [12], Chinese [13], Greek [14], Russian [15], 

Danish [16] and Italian [17]. In the most of these studies, 

the focus was the extraction of different features.  

When the studies on author identification in Turkish texts 

are examined, in most of the studies, the author number 

is kept scarce and the studied data set is created mostly 

using different analyses applied in texts [18]–[21]. The 

features derived from texts are among the most important 

factors affecting success. Apart from this, several factors 

directly or indirectly affect the success, for example, the 

language of the text, the subject and the field of the text, 

whether there are sufficient number of texts of the author, 

the possibility of change in the author’s writing style over 

time, and the number of authors to be predicted. In the 

conducted studies, it is observed that especially when the 

number of authors increases, the success rises [18]–[21].  

In a study done by Ekinci, 84% accuracy was achieved 

by using Multilayer Artificial Neural Networks, Support 

Vector Machines, and Decision Trees on e-mail texts of 

5 authors. In the study, 43 features were used; for 

example, average word lengths, uppercase letters, and 

lowercase letters [18] 

In another study, data generated by 25 authors was used 

with machine learning models such as Logistics, 

Regression, Naive Bayes, and Multilayer Artificial 

Neural Networks. Syntactic structures and word roots of 

the texts were used to create features [19]. The highest 

achieved F-measurement rate was 73.22%. 

In a study conducted by Aydemir, author identification 

was done on 400 texts generated by 40 authors and the 

models were created using Multilayer Artificial Neural 

Networks model with 30 features, for example, word 

count, the average word count in sentences and the 

number of adjectives. The success of classification was 

examined using various experiments in which models 

with hidden layers consisting of one, two, three, and four 

layers in the artificial neural network and with different 

numbers of artificial neural cells in each layer were used. 

The highest success was 72% which reached by the 

model with 35 artificial neural cells in a single hidden 

layer [20]. 

In our study, the author identification was done on 

Turkish texts, a data set contains 3269 texts of 40 authors 

and is collected from Turkish news websites and 

analysed in pre-processing step. After, syntactic and 

structural analyses were done on the data and, in total, 6 

different data sets were created. Each of the data sets 

were subjected to the feature selection process by using 

GA and ELA approach together. Each of the obtained 

data sets from the previous step was classified by using 

the ELA's bagging method which contains 5 different 

classifiers, namely, Naive Bayes, K-Nearest Neighbor, 

Artificial Neural Networks, Support Vector Machine, 

and Decision Tree. In this study, the materials and 

methods used are in Section 2, experimental results are 

in Section 3, results and suggestions are in Section 4. 

 

2. MATERIAL AND METHOD 

In this study, we propose a computational approach based 

on the combination of ELA and GA for author 

identification in Turkish texts. 10 authors were chosen 

randomly from 4 different Turkish news websites, 

namely, hurriyet, milliyet, posta and yenisafak. The 

dataset contains minimum of 20 texts of each author and 

the subjects of the selected texts may be various for each 
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author due to the random selection process. The created 

raw data set contains a total of 3269 texts of 40 authors 

and the minimum length of the texts is 50 and the 

maximum is 15,752 characters. 

During pre-processing step, natural language processing 

techniques were run on the raw data set and 6 different 

data sets created using 4 different analyses.  

These data sets are; 

 dataset_1: Includes character and lexical analysis 

with a more expanded structure than commonly used 

features in the literature and contains 27 features. 

 dataset_2: Includes analysis of use of reduplication 

and contains 240 features. 

 dataset_3: Includes analysis of use of stop words and 

contains 51 features. 

 dataset_4: Consists of features obtained using the N-

gram technique. (3 data sets for the values n = 2, n = 

3 and n = 4) and contains 300 features. 

 

2.1.  Natural Language Processing and Feature 

Extraction 

Natural language processing is a branch of engineering 

that deals with the design and realization of machines that 

have tasks such as solving a spoken language, making 

criticism, making conclusions, creating products and 

answers[22]. Natural language processing dates back to 

the 1950s; it was used in meaning studies of words / 

sentences / phrases, chatbot, machine translation, 

infrastructure of question-answer systems, search engine 

and customer support systems, syntactic and semantic 

parsing processes and automatic text creation [23]. 

Natural language processing techniques in Turkish have 

been used to find spelling mistakes in texts, to correct 

spelling mistakes, to find close words [24] and to work 

on Valency knowledge [25]. In addition, they have also 

been used in music genre classification [26], sentiment 

analysis and classification [27], [28], the development of 

SentiStrength and a dictionary-based application [29]. As 

the studies intensified in Turkish, the tendency to factors 

affecting the development of the systems stemming from 

the structure of the Turkish also increased [30]. 

In this study, 6 different data sets were created using 

natural language processing techniques to be used in 

author identification. The purpose of extracting data sets 

with different feature structures is to obtain the attributes 

that will provide the highest accuracy in author 

identification. Zemberek and NLTK (Natural Language 

Toolkit) libraries were used to create these 6 different 

data sets. 

Zemberek is an accessible library developed to perform 

natural language operations such as spelling, word type 

analysis, word formation and suggestion, morphological 

parsing and syllabic extraction [31]. 

The NLTK library is also an open source library 

developed in the python language. Using this library, 

many operations such as separating sentences and words, 

finding word roots, word type analysis can be performed 

[32]. 

Zemberek was used in determining the types of words; 

NLTK were used for word, sentence and syllable 

inference and stop word detection.  

 

    

 
 

Table 1. List of the features containing natural numbers 

No Feature Description No Feature Description 

1 Total word count 13 Total number of double quotes used in the text 

2 Number of words occurring only once in the text (k1) 14 Total number of sentences used in the text 

3 Number of words occurring only twice in the text (k2) 15 Total number of letters used in the text 

4 Vowels 16 Total number of characters used in the text  

5 Total number of question marks used in the text 17 Total number of nouns used in the text 

6 Total number of exclamation marks used in the text 18 Total number of verbs used in the text 

7 Total number of parentheses used in the text "(" and ")"  19 Total number of adjectives used in the text 

8 Total number of hyphens used in the text 20 Total number of adverbs used in the text 

9 Total number of semicolons used in text 21 Total number of abbreviations used in the text 

10 Total number of dot used in the text 22 Total number of words used in the text whose types 

could not be determined 

11 Total number of comma number used in the text 23 Total number of proper nouns used in the text 

12 Total number of single quotes used in the text 24 Total number of numeric expressions used in the text 
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2.1.1. dataset_1 

Syntactic and structural features are independent from 

the subject of a text. The frequency of words, punctuation 

marks, and the number of characters used are the most 

commonly used syntactic features. The number of words 

/ sentences / paragraphs and average length of word / 

sentence / paragraph in a text are examples of structural 

properties. 

In this data set, there are 27 features in total including 

syntactic and structural features, and the features consist 

of natural and rational numbers. The content of features 

that consists of natural numbers are given in Table 1 and 

of rational numbers are given in Table 2. 

2.1.2. dataset_2 

Reduplication is phrases used to reinforce meaning in 

both spoken language and writing. This data set was 

created considering that the reduplication may be used 

and it may help for the identification of an author. The 

data set was enlarged with a list of the most frequently 

used reduplications in Turkish which contains 761 items. 

The contents of the reduplication in the list are as follows; 

with synonyms/near-synonym words ("ses seda", "akıllı 

uslu", etc.) 

oxymoron ("az çok", "ileri geri", etc.) 

with repetition of the word itself ("bir bir", "koşa koşa", 

etc.) 

with possessive construction ("güzeller güzeli" etc.) 

with meaningful or nonsense words ("eski püskü", "ıvır 

zıvır", "çat pat", etc.) 

with case suffixes ("baş başa", "biz bize", etc.) 

The list of reduplications was compared with the raw data 

set and in total 240 occurrences were observed. Each of 

the observed reduplications, then, added as a feature to 

the raw data set to check which of the texts contain 

which. 

2.1.3. dataset_3 

This data set includes the usage frequency of Turkish 

stopwords used as words and word groups, for example, 

"acaba", "aslında", "eğer", "gibi", "bazı", etc. Stop words 

are the most common words in Turkish texts and do not 

contain much meaning on their own. While creating the 

raw data set, the Turkish stop words were taken from the 

NLTK library which contains 51 features. 

2.1.4. dataset_4 

This data set contains the features obtained by applying 

the n-gram technique to the raw data set. The N-gram 

method can be expressed as n number of character 

fragmentation, taking each character as the initial letter 

on texts. For example; for n=4 and text="detection 

method" and if the space character is denoted by \#, the 

generated n-gram list is shown like this: "dete", "etec", 

"tect", "ecti", "ctio", "tion", "ion\#", "on\#m", ...,"htod". 

In the first stage of the analysis, a list of grams was 

obtained according to the number n in all data and the 

number of uses per gram. In the second stage, analyses 

were made to find the most appropriate gram number to 

be used in the classification process in the author 

identification process. In these analyses, 3 different n 

values (2, 3 and 4) and 6 different gram values (25, 50, 

100, 200, 300 and 400) were classified. The gram number 

indicating the highest classification accuracy was 

selected for further processes. In the classification 

process, 10-fold cross-validation was performed using 

Decision Tree in the Bagging Algorithm, which generally 

produces the highest values. Results are given in Table 3.  

When 18 cases were examined, the highest accuracy was 

obtained when the number of grams was 300 and n was 

2. In addition, for each n value, the highest accuracies 

were obtained when the gram number was 300. As a 

result of the evaluations, it was decided to use the number 

of grams as 300 in the continuation of the study. 

 

Table 3. Classification accuracy values for 18 cases performed 

using 6 different gram numbers and 3 different n 

values to find the most appropriate gram number 

The number of 

grams used as an 

attribute 

Accuracy   Rate (%) 

2-gram 3-gram 4-gram 

25 72.22 70.29 67.88 

50 76.84 73.41 70.38 

100 78.52 75.49 73.47 

200 78.49 76.59 73.93 

300 80.33 77.91 76.78 

400 79.96 77.17 76.62 

 

In this study, 2, 3 and 4 values for n value were 

determined as 300 grams used. Therefore 3 sub-data sets 

of dataset_4 were created for each value of n. The sub-

data sets were evaluated separately, however, since the 

same technique was used during the creating phase, all of 

them were shown in the dataset_4 content. 

      Table 2. List of features containing rational numbers 

No Feature Description 

1 The ratio of number of words occurring only twice in the text\\& to number of words occurring only once in the 

text (k2/k1) 

2 Average word length 

3 Average number of words in a sentence 
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2.2. Ensemble Learning Algorithm 

Ensemble learning creates more than one classifier model 

as opposed to the use of a single classifier model created 

by classical machine learning algorithms. The evaluation 

process bases on the logic of interpreting and presenting 

the results from all classifier models [33], [34]. 

In this study, the bagging algorithm, one of the ensemble 

learning algorithms (ELA), was used. Bagging method 

[35] is a popular ensemble learning approach applied in 

various real-world scenario such as intrusion detection, 

spam classification, credit scoring, etc. [36]. In this 

method, the data set is divided into several parts and each 

part is modelled using a separate training set with basic 

classifiers. Testing takes place on all models. The 

classification result is obtained by analysing the 

classification results collected from the models. If the 

classification is made over a numerical value, equation 1 

is used; if a categorical result is classified rather than a 

numerical value, the operation is done with equation 2. 

D=original data set 

𝐷𝑛 = by the randomly selection sample of D.  n=1, 2, …, 

N 

𝑀𝑛 = the result model created using the 𝐷𝑛 data set. 

M(x) =
1

𝑁
∑ 𝑀𝑛(𝑥)

𝑁

𝑛=1

 

(1) 

𝑀(𝑥) = arg 𝑚𝑎𝑥𝑦 + ∑(𝑀𝑛(𝑥) = 𝑦)

𝑁

𝑛=1

 

(2) 

 

The working principle of the bagging method is shown in 

Figure 1. 

 
Figure 1. Bagging Method 

 

In this study, the bagging method was used with 5 

different basic classification algorithms, namely, Naive 

Bayes, K-Nearest Neighbor, Artificial Neural Networks, 

Support Vector Machine, and Decision Tree. The number 

of bags (the number of classifier models) for all 

algorithms was determined as 10. 

2.3. Genetic Algorithm 

The genetic algorithm (GA) is a heuristic search 

technique based on the genetic and evolutionary process 

simulation of natural evolution. It was first proposed by 

Professor Holland at the University of Michigan, USA 

[37]. In GA there are chromosomes, each of which is a 

possible solution, and a population to which these 

chromosomes are linked. Each chromosome has a fitness 

value that determines the entity position in the 

population. The fitness function for which the fitness 

value is calculated can be different for each problem. 

Parents selection is made with special selection methods 

from the current population. Parents are used to produce 

the next generation of chromosomes. Throughout 

successive generations the population is developed on 

local optimal solutions. Thanks to the crossing and 

mutation processes performed in GA, the search area is 

not unidirectional. The probability of finding the global 

optimal solution is high, considering a number of 

individual solutions and tests. GA can fulfil the function 

to solve various optimization problems that are not 

suitable for standard optimization algorithms, 

indistinguishable or nonlinear problems. It is especially 

useful for attribute selection processes [38], [39]. 

In our study, chromosomes with the highest fitness value 

were proposed in parent selection. Then, crossover was 

applied with the parents which is the highest fitness 

value. Chromosomes which are the lowest fitness values 

are removed from the population. Thus, the number of 

chromosomes in the population is kept constant. 

Mutation may occur on new chromosomes produced by 

crossover within the population. 

2.4. Methodology 

This study consists of two stages as a method and the 

reason is to examine the effect of using GA and ELA 

together on accuracy ratio in author identification. 

Bagging method was preferred as an ELA. 

In the first stage, each data set (dataset_1,2,3,4:n=2, n=3 

and n=4) was given as a separate input to the Bagging 

method which consists of 5 different machine learning 

methods, namely, Naive Bayes, K-Nearest Neighbor, 

Artificial Neural Networks, Support Vector Machine, 

and Decision Tree. Training and testing processes were 

carried out separately for each data set and each method. 

The first stage is represented by the notation “1” in Figure 

2. 

In the second stage, the feature selection process was 

applied to 6 data sets (dataset_1,2,3,4:n=2, n=3 and n=4) 

which were created based on the 4 data sets. This stage is 

represented by the notation “2” in Figure 2 .The most 

accurate machine learning model in the first stage was 

used along with GA in the feature selection process 



Merve GÜLLÜ, Hüseyin POLAT / POLİTEKNİK  DERGİSİ, Politeknik Dergisi, 2022 ; 25(3) : 1287-1297 

1292 

The classification results obtained in the first stage were 

examined and the most accurate machine learning model 

used in the bagging method was determined as the 

decision tree as shown in  Table 4. The decision tree 

model in bagging was selected as the fitness function of 

the genetic algorithm. Then, 6 different data sets were 

separately subjected to the feature selection process (2).  

The following steps were performed for each data set 

(dataset_1,2,3,4:n=2, n=3 and n=4) in the feature 

selection process: 

a.  Sub-datasets (chromosomes) with different number 

of features were prepared with randomly selected 

features in each data set. An initial population 

containing 32 chromosomes was created. The 

number of chromosomes in the population was kept 

constant in all processes. Each chromosome in the 

population represents a sub dataset with reduced 

feature set and a possible solution. 

b.  Samples within each chromosome in the population 

were divided into 80% and 20% for training and 

testing, respectively.  

c. After the initial population was created, the fitness 

value of each chromosome in the population was 

calculated. Each chromosome was trained and tested 

with the decision tree model in bagging to calculate 

the fit value. The accuracy of the model was assigned 

as the fit value of the chromosomes. 

d. The stop criteria for GA have been checked. In this 

study, the number of generations was chosen as the 

stop criterion and its value was determined as 250. 

When the stop criterion was met, the process was 

continued through item j, if not, on item e. 

e. Some of the chromosomes in the population were 

selected as parent chromosomes to generate new 

generations and a parental chromosome pool was 

created. Chromosome selection process used 

Elitism. 8 chromosomes with the highest fitness 

values were collected in this pool as parent 

chromosomes. 

f.  Crossing was carried out to create offspring 

chromosomes with the replacement of some genes 

(feature) in the parent chromosomes. Two-point 

crossover was used as the crossover method. Two 

chromosomes in the parent pool and both crossover 

points were randomly selected. Offspring 

chromosomes were created according to equation 3. 

      Crossover; 

F= the feature of the chromosome 

N = the number of genes on the 

chromosome (a number of attributes in 

the original data set) 

𝐶𝑃𝑥

= a number of  parent chromosome 

 

𝐶𝑃1 𝑎𝑛𝑑 𝐶𝑃2 = 𝑟𝑎𝑛𝑑(𝐶𝑃𝑥)𝑎𝑛𝑑 𝐶𝑃1

≠  𝐶𝑃2 

 

𝑃1 𝑎𝑛𝑑 𝑃2 = 𝑟𝑎𝑛𝑑(𝑁)𝑎𝑛𝑑 𝑃1 <  𝑃2

≤ 𝑁 

 

𝐹𝑛 = {

𝐶𝑃1(𝐹𝑛) 𝑖𝑓 𝑛 < 𝑃1

𝐶𝑃2(𝐹𝑛) 𝑖𝑓 𝑃1 ≤ 𝑛 ≤ 𝑃2

𝐶𝑃1(𝐹𝑛) 𝑖𝑓 𝑃2 < 𝑛 ≤ 𝑁1

 

 

 

 

 

 

 

 

 

 

 

(3) 

g. As a result of the formation of new generations, 

chromosomes in the generation may repeat after a 

certain period of time and the production of different 

chromosomes may decrease. Therefore, some of the 

Offspring chromosomes were mutated to increase 

the chromosome diversity in the new generation. 

The mutation is useful for preventing early 

convergence and exploring the wider search area. 

The mutation was performed on randomly selected 

chromosomes by the gene change inversion method 

(equation 4). 

       Mutation: 

point = rand(N) 

 

𝐹𝑝𝑜𝑖𝑛𝑡={
1 𝑖𝑓 𝐹𝑝𝑜𝑖𝑛𝑡 = 0

0 𝑖𝑓 𝐹𝑝𝑜𝑖𝑛𝑡 = 1
 

 

 

(4) 

 

Figure 2. General representation of the method proposed in this study 
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h. Offspring chromosomes created by crossing and 

mutation were added to the population. In order to 

increase diversity in the population, randomly 

generated new chromosomes, except for the 

chromosomes obtained by crossing, were produced 

and added to the population. The population size was 

kept constant with 32 chromosomes. 

i. The process was continued over item b. 

j. When the termination criteria were met, the 

chromosome with the highest fitness value in the 

final population was selected as the solution data set. 

 

 

 

Figure 3. The approach based on the combination of GA and Bagging Method in feature selection process 

 

After the feature selection process was completed, 6 new 

data sets containing the most effective attributes were 

created. These new data sets were renamed by adding the 

suffix "+ GA" to the previously given names in the 

feature selection process. For example, in the first data 

set, the name of the new data set obtained after the feature 

selection process was "dataset_1 + GA". By using these 

new data sets, a new classification process was carried 

out by the bagging method. Then, classification results 

that were gained before and after the feature selection 

were compared.  

 

3. EXPERIMENTAL RESULTS 

 In this study, before the feature selection process, 

created 6 different data sets using 4 different analyzes 

were used as inputs to the classifiers. Performance 

metrics of the created models are given in Table 4. For 

each data set, 80% of the data was used as training and 

20% as test. 

In the ELA, the author identification process was carried 

out with 5 different algorithms and 6 different data sets 

which creates 30 cases. Among these cases, the highest 

accuracy rate was obtained 87% using dataset_1 and 

Decision Tree in Bagging. In general, the lowest 

accuracy rate was produced with dataset_2. When the 

accuracy values of the 3 sub-data sets of dataset_4 are 

examined, the differences in the accuracy values is lower 

comparing to the rest of the data sets. 

The metrics were examined after the process of the stage 

where feature selection process has not performed, was 

performed. The highest rate was obtained by using the 

Decision Tree in Bagging. The impacts of the new data 

sets with feature selection on classification success are 

given in Table 5. 

It is observed that using GA and ELA approach together, 

most of the times, increased the performance. dataset_1 

+ GA reached the highest success rate in the author 

identification problem with 89% accuracy. Therefore, 

Decision Tree in bagging was used as a classifier.  

The reason behind the lower success of the 

dataset_2+GA might be that a wide variety of 

reduplications were used in Turkish and these 

reduplications are not used very often in the real life. 

dataset_2 requires a higher amount of text data that 

belongs to a certain author. Therefore, reduplication 

analyses cannot be used for author identification. The 

dataset_3+GA includes stop words used in Turkish and 

reached the highest success rate with 74% using decision 

tree in bagging. The negative success trend without the 

feature selection process depends on randomly created 

training and test samples. Our results Show the reached 

highest success in the population. The dataset_3+GA 
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produced the highest accuracy for author identification 

with 74% using the decision tree in bagging. The 

dataset_4 + GA consists of n-grams. For each n-grams, 

the highest success was reached generally when n is 2. 

When all different algorithms are examined, the 

difference between success rates is lower in data sets 

prepared with the n-gram technique. The feature 

selection process performed by genetic algorithm was 

increased the success of classification. 

When the difference between the two tables (Table 4 and  

Table 5) is examined, the highest increase in the values 

were obtained as 8% for the accuracy value, 7.8% for the 

precision value and 8.1% for the recall and F-Measure 

values. For only 4 out of 30 different cases (4 cases after 

applying GA on dataset_2 and dataset_3) feature 

selection operation was not achieve a positive increase in 

success.  

Except for these 4 cases, the minimum rise value in other 

data sets is 1%.  At the same time, there was a decrease 

in the period of model creation and testing due to the 

decrements in the number of features and the amount of 

data to be processed 

 

 

 

It was concluded that the dataset_2 was not convenient 

for this study. Extending dataset_1 with the feature 

selection process of the lexical and structural features list 

with GA yielded an 89% accuracy. In the application of 

the n-gram technique, 3 different values of n and 6 

different values of gram number were analysed. In this 

way, the effect of the most appropriate gram number and 

n value change on metric values in the author 

identification process were examined. 

Success rate tends to decrease as the number of authors 

increases [19]. To test the applicability of the system 

established in real life, the number of a class must be 

high. When the studies in the literature are examined, it 

is observed that the number of classes is low. Therefore, 

in this study, the number of authors was chosen as 40. It 

may produce misleading inferences when the comparison 

is done between the models of different languages. Table 

6 shows the number of authors and the highest accuracy 

rates of studies done on Turkish data sets. Our method 

suggested in the table reaches 89% accuracy with 40 

authors. Despite the large number of authors, its success 

 was observed to be high.  

Table 4. In the first stage of the study, the performance metrics of the models created with the classifiers used in Bagging 

Algorithm Performance 

Metrics 

Performance Metrics Values of Data Sets (%) 

dataset_1 dataset_2 dataset_3 dataset_4 

2-gram 3-gram 4-gram 

KNN Accuracy 71.24 28 53.9 78.73 76.17 70.57 

Precision 70.9 - 53.2 80.1 77.7 72.8 

Recall 71.2 28 54 78.7 76.2 70.6 

F-Measure 70.3 - 52.2 78.3 76 71 

ANN Accuracy 78.98 32 65 80 78.12 74.5 

Precision 79.1 - 63.6 80.1 78.23 74.6 

Recall 79 31.9 64.6 80.12 77 74.56 

F-Measure 78.7 - 63.6 80 78.5 74.4 

SVM Accuracy 54.35 26 56 72.62 74.33 73.11 

Precision - - - 73.2 75.6 74.3 

Recall 54.4 26.8 56.1 72.6 74.3 73.1 

F-Measure - - - 71.3 73.6 72.2 

NB Accuracy 63 32 60 72.62 74.33 73.11 

Precision 66.9 - 60.4 73.2 75.6 74.3 

Recall 63.3 32.6 60 72.6 74.3 73.1 

F-Measure 61.9 - 58.1 71.3 73.6 72.2 

DT Accuracy 87 48 75 80.33 77.91 76.78 

Precision 86.6 - - 80.3 78.6 76.5 

Recall 87.1 48.2 75.3 81.2 77.5 75.9 

F-Measure 86.6 - - 81.4 77.8 76.11 
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4. CONCLUSION AND SUGGESTION 

In this study, author identification was carried out over 

Turkish texts of 40 different authors. This study has high 

success in author identification compared to other studies 

on Turkish texts in the literature despite its high number 

of authors and variety of texts as shown in (Table 6)  

Four different types of analysis were made for the author 

identification process from the text used in solving many 

problems. According to analysis reports, in total 6 sub-

data sets were created using 4 different data sets which 

derived from the raw data set. In the first stage of the 

study, prepared data sets were served to ELA as input and 

perform metrics were shown in Table 4. In the second 

stage, 6 different data sets were subjected to the feature 

selection process separately. The feature selection 

method consisted of the combination of the ELA and GA. 

The produced metrics values of the classification model, 

which was trained after feature selection process, is given 

in Table 5. Training the classification models using both 

with and without the feature selection process aim to 

analyses the effect of the process on the metrics.  

This study is important in 4 aspects: 

1) The high values in metrics were achieved despite the 

excessive number of authors compared to current 

similar studies. 

2)  Examination of a total of 6 sub-data sets for the 

author identification process which ensures the 

selection of the most appropriate data set. 

3)  The use of classical machine learning algorithms in 

both classification and feature selection in ELA. 

4) Increasing the accuracy rate up to 8% by using GA 

and ELA together in the feature selection process 

 

Working with randomly sized datasets allows scaling the 

authorship problem according to different scenarios that 

might be applied to different fields. An effective and 

accurate models for authorship identification is required 

in academia and several other fields. Low author 

diversity and limited amount of text data are the 

drawbacks of this study. In the future, this study might be 

re-conducted using higher number of authors and larger 

text datasets. 

 

Table 5. In the second stage of the study, the performance metrics of the models created with the classifiers used in Bagging 

on the data sets prepared after the attribute selection process (GA and ELA combination) 

Algorithm Performance 
Metrics 

Performance Metrics Values of Data Sets (%) 

datsset_1 dataset_2 dataset_3 dataset_4 

2-gram 3-gram 4-gram 

KNN Accuracy 75 29 60 81.8 79.1 73.5 

Precision 75.2 - 59.3 83.1 80.6 74 

Recall 75 29.1 59.9 81.7 79.1 73.8 

F-Measure 74.2 - 58.5 81.3 78.9 73.2 

ANN Accuracy 84 29.8 73 83 81.02 77.7 

Precision 84.2 - 71.4 83.1 81.13 77.8 

Recall 84 29.9 72.7 83.12 79.9 77.46 

F-Measure 83.6 - 71.7 83 81.4 77.6 

SVM Accuracy 58 25.5 58 75.82 77.3 76.31 

Precision - - - 76.2 78.5 77.5 

Recall 57.8 26 58.1 75.6 77.2 76.3 

F-Measure - - - 74.3 76.5 75.4 

NB Accuracy 65 30 61 75.2 77.23 76.31 

Precision 68.4 - 60.7 76.2 78.5 77.5 

Recall 64.9 30.1 61.1 75.6 77.2 76.3 

F-Measure 63.6 - 59.1 74.3 76.5 75.4 

DT Accuracy 89 49 74 83.33 80.4 79.9 

Precision 89 - 73 83.3 81.5 79.72 

Recall 89 49 74 84.2 80.4 79.1 

F-Measure 87 - 73 84.4 80.7 79.31 
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