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Abstract. Moving vehicle detection is one of important issues in surveillance and traffic monitoring applications
for aerial images. In this study, a vehicle detection method is proposed by combining motion and object detection.
A method based on background modeling and subtraction is applied for motion detection, while Faster-RCNN
architecture is used for object detection. Motion detection result is enhanced with the proposed superpixel based
refinement method. Experimental study shows that performance of motion detection increases about 8% for F1

metric with the proposed post processing method. Object detection, motion detection and superpixel segmentation
methods interact with each other in parallel processes with the proposed software architecture, which significantly
increases the working speed of the method. In last step of the proposed method, each vehicle is tracked with the
kalman filter. The performance of proposed method is evaluated on the VIVID dataset. The performance evalu-
ation shows that proposed method increases F1 and recall values significantly compared to the motion and object
detection methods alone. It also outperforms SCBU and MCD methods which are widely used for performance
comparison in motion detection studies in the literature.
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1. Introduction

The problem of recognizing moving objects is an important issue in areas such as real-time object tracking, event
analysis and security applications. The purpose of detecting moving objects is to classify the image as foreground
and background. The classification may become complex according to factors such as the motion state of the camera,
ambient lighting, and dynamic changes of the background. Considering the UAV images used to monitor a region, the
background is constantly changing due to camera movement. For vehicle detection from aerial images, only moving
vehicles can be detected with motion information. In addition, object detection methods can be used to solve this
problem, but the quality of the obtained image and the distance to the target are also extremely important for the
performance of object detection methods. In cases where object detection is difficult due to image quality or distance
to the target, motion detection can help to detect whether there is a moving vehicle in the image. Thus, detection
performance can be increased by using object and motion detection methods together for vehicle detection.

In this study, a method that uses object and motion detection methods together is proposed. Background modelling
and subtraction technique is used for motion detection. Moving vehicles are detected from aerial images by applying
motion detection and Faster-RCNN is used for vehicle detection. The main contribution of this study is that the
foreground mask obtained with motion detection is refined with the proposed superpixel segmentation based method.
Besides, the proposed software architecture allows different processes to interact with each other by sharing data. Thus,
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the algorithm is divided into different parts and processed in parallel. The application has been developed using C ++,
CUDA and OpenCV libraries. The remainder of this paper is organized as follows: related work is introduced in
Section 2. The proposed method is explained with details in Section 3. Finally, the results are interpreted in Section 4
and conclusions are outlined in Section 5.

2. RelatedWork

The best results in object detection are obtained by Convolutional Neural Networks (CNN) based methods. With
the increase in the number of layers to be trained in the proposed architectures, deeper neural networks were designed
and the name of ”deep learning” began to be used. One of the studies that played an important role in the popularity
of deep learning, especially in the field of computer vision, is the AlexNet architecture. It was proposed within the
ImageNet object classification competition and provided a significant performance increase [15]. With this study, the
success rate in object classification has increased significantly and the performance increase in object classification
has continued with different deep learning architectures such as GoogleNet [23], VGG [24] and ResNet [12]. All
these proposed architectures perform feature extraction by passing the image taken as input through filters of different
structures and sizes. After feature extraction, classification process is performed. The training processes of these
architectures, which are trained with thousands of images, can take days due to the size of the dataset and the model
complexity. Considering the success of the trained models in feature extraction, these coefficients can be used in
solving different image processing problems with the method called ’transfer learning’. Thus, for a problem where
we have less image set, it is possible to obtain much better results by applying transfer learning (using the trained
coefficients of an existing architecture) for the first layers (feature extraction part) of the model and customizing only
the last layers for our problem.

Besides architectures for image classification, different architectures have also been proposed for the problem of
finding the location of an object in the image and the class to which it belongs. Unlike object classification, this
problem also includes the process of finding the region that contains the object. The architectures proposed in this issue
can be grouped under two main categories. In the regional-based CNN architectures proposed as the first type, there is
a neural network that first selects the regions that can belong to an object, and then another neural network performs
the classification process. R-CNN [11], Fast R-CNN [10] and Faster R-CNN [21] are deep learning architectures for
this category. As the second type, YOLO [18] and SSD [16] architectures can be given as examples. In these network
architectures, the object classification and localizing processes are done with a single neural network. Therefore, it can
run faster compared to the first approach, R-CNN. In the YOLO architecture, first proposed in 2015, the input image
is divided into grids and each part is responsible for whether it has an object in itself and for the class of the object.
Finally, the final result is obtained by combining all the found probability values and target positions. In this context,
an error function has been defined according to the estimates and ground truth objects. In addition, this proposed
architecture was further enhanced over time, and versions such as yolov2 [19], yolov3 [20] and yolov4 [4] were also
examined in the literature.

In motion detection applications examined in the literature; It is seen that methods based on subtraction of successive
images, background modeling and optical flow are used. Although the method of basic subtraction of consecutive
frames works quickly and can adapt quickly to background changes, its performance rate is very low [6,26]. In optical
flow based studies, methods that find classical dense optical flow and deep learning-based methods are used [13].
FlowNet2 architecture is one of the widely used architectures in the literature [14]. The disadvantage of deep learning
methods is that the computational cost is high for specially high resolution images, so it is not always suitable for real-
time applications. Therefore, it can be said that the most efficient method in terms of computation cost-performance
balance is background modeling-based methods. In background modelling methods, a model of the background is
constructed using certain historical frames [5]. For background modelling, classical image processing techniques [2],
statistical methods [17, 28, 29] and neural networks [8] were used in different studies in the literature.

In this study, background subtraction method, which is evaluated against MCD [17] and SCBU [25] methods, pro-
posed in [9] is used for motion detection. In MCD method, dual mode background model is constructed with mean,
variance and age of each pixel. Mixing neighbouring approach is proposed to compensate the global motion to reduce
the image alignment errors. In SCBU, a scene conditional background updating method is used to handle dynamic
scenes issue. It tries to construct background model without contamination of the foreground. Foreground regions are
extracted with foreground likelihood map by applying high and low threshold values. In method [9], neighborhood
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difference is used in background subtraction and dense optical flow vectors are used as an extra information during fore-
ground decision. Proposed method is evaluated against SCBU and MCD methods that is widely used in performance
comparison for motion detection methods.

3. Methodology

3.1. Proposed Method Architecture. The proposed software architecture is shown in Fig. 1. The detected rectangles
obtained with the object detection algorithm in process-1 are transferred to process-2 with zeroMQ and at this stage,
process-1 can start to process the next frame. ZeroMQ messaging library is used to transfer detected rectangle coordi-
nates and inform the other processes to begin to process the frame that is ready. Motion detection result is a foreground
mask that can not be shared via messaging protocols in real-time. So that, shared memory is used to transfer such
huge data between processes. Accordingly, the foreground mask obtained in the process-2 is shared with process-3
by using shared memory while metadata is transferred with messaging library. The foreground mask is refined by
using superpixel segmentation as detailed in Section 3.4. The final results are obtained with the tracking algorithm by
combining the targets found with the refined motion mask and the object detection results. Thus, a parallel working
process is created in the pipeline logic.

Figure 1. Proposed software architecture.

3.2. Background Modelling and Subtraction. In the constructed background model, the average and age informa-
tion of each pixel are calculated with the following formulas (3.1) and (3.2). In the equations, i represents a pixel
in the I image while µt(i) and α(i) represent the average of the corresponding pixel and the learning speed at time t,
respectively;

α(i) =
1

age(i)
, (3.1)

µt(i) = (1 − αt(i)) µt−1(i) + α(i) It(i). (3.2)
Before the background model is constructed, the displacements of the grid-based selected points on the image are

estimated by the Lucas-kanade algorithm to predict motion of camera. Then, the homography matrix giving the camera
movement is calculated by using the RANSAC algorithm. With the calculated homography matrix, the background
model of time t − 1 is warped to the frame at time t. After the warping process applied with the homography matrix,
the age value of the pixels that newly covered in a small region by current frame is assigned to zero. The age of the
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pixels in the overlapping area is increased by one. Then, mean for the background model at time t is calculated by
using Eq. (3.2). Finally, moving pixels are estimated by applying subtraction between each frame and the background
model with the contribution of dense optical flow as proposed in study [9].

To find bounding boxes containing the moving object, contours are extracted from the estimated moving pixel mask.
At this stage, rectangles that are closer to each other more than 5 pixels are combined to fix the broken regions and a
new rectangle covering the larger area is calculated. This larger rectangular region is considered as a moving object.
The rectangles were accepted as correct detection in case of 20% or more intersects with the ground truth. Accordingly,
the detailed performance result obtained with motion detection is shared in Table 2.

3.3. Object Detection. The pre-trained weights of the Faster-RCNN architecture trained on VisDrone [27] dataset
captured by drone-mounted camera is used for object detection. The VisDrone dataset consists aerial images taken
from 14 different cities in China. Sample frames are shown in Fig. 2 from VisDrone dataset. It has annotation for
objects such as pedestrians, vehicles and bicycles. In this study, Faster-RCNN model trained on VisDrone dataset was
tested on VIVID images. If the detected object rectangles overlap the ground truth by 20% or more, it is accepted as
correct detection. The average performance result obtained with Faster-RCNN is shared in Table 3.

Figure 2. VisDrone dataset sample frames

3.4. Foreground Refinement with Superpixel Segmentation. Foreground mask obtained from motion detection
may contain holes or disconnected regions for same object. Superpixel segmentation method is used for foreground
mask refinement to enhance the motion detection result. A parallel GPU implementation of the Simple Linear Iterative
Clustering (SLIC) superpixel segmentation [22] is used in this study. In the paper, it is mentioned that GPU implemen-
tation using the NVIDIA CUDA framework is up to 83x faster than the original CPU implementation of [1]. Sample
frame and corresponding superpixel region borders are shown in Fig. 3

Figure 3. Superpixel segmentation with SLIC method
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In the proposed refinement method, corresponding superpixel region is matched with the foreground mask and
the ratio of foreground pixels is checked within the superpixel region. Consider that Rsuper

i and Rmotion
i represent the

corresponding regions for superpixel and motion, respectively. Ratio between Rsuper
i and Rmotion

i intersection, and Rsuper
i

is calculated for each matched superpixel region as shown in Eq. (3.3). In Eq. (3.4), Fg represents the foreground mask
that is the result of motion detection and Fgr(R

super
i ) represents the refined foreground mask for the superpixel region

Rsuper
i . Each superpixel region matched with foreground mask is checked, and if 20 percent of the superpixel region is

detected as foreground, all pixels inside the region are set to foreground, otherwise all pixels are set to background as
shown in Eq. (3.4) (T=0.2);

σi =
Rmotion

i &Rsuper
i

Rsuper
i

, (3.3)

Fgr(R
super
i ) =

0 σi <= T
255 σi > T.

(3.4)

In Fig. 4, two sample regions are given with the numbers of 1 and 2. Figure 4 (a) shows the foreground mask
obtained with the motion detection method introduced in Section 3.2. Corresponding superpixel region is also shown
in Fig. 4 (b). Figure 4 (c) demonstrates that foreground mask is enhanced with the proposed refinement method.

Foreground mask obtained with the motion detection is compared with the refined foreground mask in experimental
study to analyze the effect of using superpixel based foreground refinement method.

Figure 4. Foreground refinement with superpixel (a) foreground mask (b) superpixels (c) Refinement
result

3.5. Tracking with Object and Motion Detection. A hybrid method combining the results of motion and object
detection methods has been proposed in this study. In the proposed method, the object and motion detection algorithms
run in parallel processes, and each target is tracked with the kalman tracking method after combining the results. In
the tracking algorithm, the constraint of having at least three consecutive frames for each target to be valid is applied.
Thus, false detections found only once in consecutive frames are prevented. Sample tracking results are shown for each
sequence in Fig. 5.

4. Experiments

The experiments are examined on a PC with Ubuntu 18.04 operation system, AMD Ryzen 5 3600 processor with
16 GB RAM and Nvidia GeForce RTX2070 graphic card. The processing speed of each process is given in Table 1.
It is seen that, motion detection and superpixel segmentation methods work much faster than object detection. The
slowest process determines the overall speed of the method, since the processes work in parallel. By using proposed
approach dividing the work into different processes, the method accelerates by around 45 percent. It seems possible to
reach approximately 40 fps by using a faster method instead of the Faster-RCNN object detection, which is the slowest
process in the pipeline.

Table 1. Average computation time for each process

Process Total time
process-1 (object detection) ∼80 ms
process-2 (motion detection) ∼24 ms

process-3 (superpixel and tracking) ∼15 ms
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4.1. Dataset. In this study, VIVID [7] dataset consisting of aerial images of moving vehicles is used. The bounding
boxes of the moving vehicles in the VIVID dataset are labeled in another dataset called LAMOD [3]. We have applied
refinement to foreground mask obtained from motion detection and combined it with object detection result by tracking
method. The results of motion detection detailed in Section 3.2, object detection, SCBU, MCD and proposed method
are evaluated on the VIVID dataset.

4.2. Results. The qualitative results are shown for different sequences in Fig. 5. It is seen that in cases where Faster-
RCNN could not find the vehicles for some frames, the performance can be significantly increased with motion detec-
tion. Faster-RCNN is specially unsuccessful for the vehicles in egtest03 sequence as seen in the the figure. This may
be due to the vehicle types of the images in the VisDrone dataset which used in the Faster-RCNN training. However, a
major problem with motion detection is that in some cases, the entire bounding box for a moving vehicle could not be
detected accurately as shown in egtest02 and egtest03. Also in the experiments it is seen that, applying kalman tracking
after combining detection results helps us to avoid some miss-detections.

(a) egtest01 (b) egtest02 (c) egtest03

(d) egtest04 (e) egtest05 (f) redteam

Figure 5. Obtained foreground mask and Faster-RCNN detections for example frames in different
sequences

The quantitative performance of the methods is measured with Precision, Recall and F-score(F1) which are defined
in Eq. (4.1) and (4.2). In these equations; FP refers wrong detections, TP refers true detections and FN refers the
missed vehicles;

Precision =
T P

T P + FP
, Recall =

T P
T P + FN

, (4.1)

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
. (4.2)

The motion detection result is compared with the refinement result to analyze effect of using superpixel based
foreground refinement method. In Table 2, detection results from foreground and refinement masks are compared with
the performance criteria: precision, recall and F1. It is seen that proposed refinement method increases for all three
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metrics for all sequences. Average F1 value with refinement mask increases from 0.5553 to 0.6067, precision from
0.5421 to 0.6183 and recall from 0.5879 to 0.6147.

Table 2. Performance comparison of motion and superpixel refinement results

VIVID
sequence Motion Proposed

(Motion + superpixel)

egtest01
Precision 0.8291 0.8755
Recall 0.8844 0.8939
F1 0.8559 0.8846

egtest02
Precision 0.6669 0.7407
Recall 0.5283 0.5500
F1 0.5896 0.6313

egtest03
Precision 0.3078 0.4731
Recall 0.2158 0.2993
F1 0.2537 0.3667

egtest04
Precision 0.6377 0.6871
Recall 0.6806 0.6780
F1 0.6584 0.6825

egtest05
Precision 0.4394 0.5205
Recall 0.6517 0.6968
F1 0.5249 0.5959

redteam
Precision 0.3720 0.4134
Recall 0.5671 0.5705
F1 0.4493 0.4794

It is important that morphological opening is applied for all motion detection methods to remove the noise. Also,
detected bounding boxes within 5 pixels from the borders are ignored due to much wrong detections caused by camera
motion in these regions.

In Table 3, average metric values are given for each method. Faster-RCNN method has best average precision
value, but it has also the lowest recall value. By combining motion and object detection method, proposed method
achieves best average recall and F1 values with 0.7658 and 0.6943, respectively. MCD has similar performance with
our proposed motion with superpixel method. Even if SCBU outperforms MCD method as shown in SCBU paper for
a different dataset, we obtain poor performance with SCBU in this study. SCBU has lowest average F1 after Faster-
RCNN. The quantitative performance comparison for each sequence is shown in Fig. 6, 7 and 8 for each metric. In Fig.
7, it seems that Faster-RCNN has the lowest recall performance for most sequences. The performance of the proposed
method is particularly high for the egtest02, egtest05 and redteam sequences in recall metric. Faster-RCNN has best
precision in most of the sequences except redteam. In Fig. 8, it seems that proposed method increases the F1 value for
each sequence except egtest05 against motion and Faster-RCNN. Only, MCD method has better performance against
proposed method for F1 metric in redteam sequence. In brief, it is clear that the performance of motion and object
detection methods has been increased with the proposed approach and proposed method outperforms MCD and SCBU
methods in overall.

Table 3. Average performance of each method

Method Precision Recall F1

Motion 0.5421 0.5879 0.5553
Motion

with superpixel 0.6183 0.6147 0.6067

Faster-RCNN 0.8672 0.4042 0.4856
MCD 0.6495 0.5967 0.6036
SCBU 0.5361 0.4870 0.5048

Proposed 0.6722 0.7658 0.6943
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Figure 6. Precision comparison of detection results

Figure 7. Recall comparison of detection results

Figure 8. F1 comparison of detection results
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5. Conclusions

In this paper, a software architecture is proposed to be able to run object detection, motion detection and superpixel
algorithms in parallel processes. Motion detection is enhanced with proposed superpixel based refinement method.
Kalman tracking is applied after combining motion and object detection results. The experimental results show that
motion detection method has better recall value compared to object detection for aerial images. Proposed method
increases recall and F1 values compared to motion and object detection methods alone. While average F1 value
for proposed method is 0.6943, motion and object detection methods have average 0.5553 and 0.4856 F1 values,
respectively. We have also evaluated the effectiveness of the proposed method by comparing it with state-of-the-art
methods SCBU and MCD. Experimental study shows that proposed method has robust performance against MCD and
SCBU. When the proposed method is examined in terms of speed, it is observed that motion detection method works
faster compared to the Faster-RCNN. Different architectures can be tested for object detection to be able to increase
the accuracy and speed of the proposed method, as the slowest process determines the overall speed of the method.
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