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Abstract 

Diabetes is a common disease that is incurable and fatal. Millions of people worldwide have diabetes and it directly affects people’s 

lives. Early diagnosis helps reduce the effects of diabetes and improve the life quality of patients, but in common case people live with 

diabetes for years before getting diagnosed. Early diagnosis can be done by applying machine learning methods on existing data of 

patients. In this way, people can quickly get diagnosed without taking a glucose screening test or any blood test. Answering a simple 

question set would be enough to determine if a person is diabetic or has a risk of being diabetic. In the proposed study, determination 

of diabetes is performed by machine learning techniques. In this scope, a publicly available diabetes dataset, which includes 16 features 

that are collected from 520 people, was used to create predictive models. Eight machine learning methods were individually performed 

over the dataset. The results of each model were validated by using a 10 fold cross validation schema. Addition to accuracy metric, 

confusion matrix based other performance metrics; precision, recall and f1 score, were also reported. All of the created models resulted 

in high accuracy scores. The minimum accuracy score was measured as 88.85% by using one of the basic machine learning techniques, 

Naive Bayes. The highest accuracy rate was 99.04%, which is obtained by using a one dimensional convolutional neural network model. 

The designed Convolutional Neural Network model also resulted in highest performance scores for other metrics as 100.00%, 98.63% 

and 99.31% for precision, recall and f1 scores, respectively. These findings indicate that the created 1D CNN model can be utilized in 

the determination of diabetic patients by asking only several questions to patients. 

Keywords: Diabetes, Machine Learning, K Nearest Neighbor, Support Vector Machine, Naïve Bayes, Decision Tree, Random Forest, 

XGBoost, Artificial Neural Network, Convolutional Neural Network. 

Makine Öğrenimi Yöntemleriyle Erken Evre Diyabet Tahmini 

Öz 

Diyabet, tedavisi olmayan, yaygın ve ölümcül bir hastalıktır. Milyonlarca insan diyabet hastasıdır ve bu hastalık hayatlarını doğrudan 

etkilemektedir. Erken tedavi sayesinde diyabetin etkilerini azaltmak ve hastaların hayat standartlarını arttırmak mümkün olsa da 

çoğunlukla teşhis konulması yıllar sürebilen bir süreçtir. Diyabetin erken teşhisi için mevcut hastaların verileri kullanılarak makine 

öğrenmesi uygulanabilir. Bu sayede kan testi, glukoz ölçümü veya bu gibi herhangi bir tıbbi işleme gerek kalmadan diyabet teşhisi 

konulabilecek, diyabete yakalanma riski olan kişiler saptanabilecektir. Bu yaklaşımla diyabet teşhisinde kullanılabilecek bir makine 

öğrenmesi modeli geliştirmek çalışmanın konusunu oluşturmaktadır. Sunulan çalışmada 520 hastanın 16 farklı kategoride verisi 

işlenerek oluşturulan diyabet veri seti üzerinde sekiz makine öğrenmesi yaklaşımı uygulanmış, performans kıyaslaması 10 katlamalı 

çapraz doğrulama ile doğruluk, kesinlik, duyarlılık ve f skoru metrikleri ile ölçümlenmiştir. Ek olarak veri setinde yer alan özelliklerin 

diyabet teşhisindeki anlam önceliği araştırılmıştır. Geliştirilen modellerin hepsi belli düzeyde başarı oranını yakalamıştır. En düşük 

doğruluk oranı %88.82 sınıflandırma başarımı ile basit bir makine öğrenmesi tekniği olan Naive Bayes tekniği kullanılarak elde 

edilmiştir. En iyi sonuç 1 boyutlu evrişimsel sinir ağı ile elde edilmiştir. Evrişimsel sinir ağı kullanılarak elde edilen modelin doğruluğu 

%99.04, kesinliği %100, hassasiyet oranı %98.63 ve f skoru %99.31 olarak ölçülmüştür. Elde edilen sonuçlar, geliştirilen 

sınıflandırmanın diyabet teşhisinde bir soru seti olarak kullanılabileceğini göstermektedir. 
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* Corresponding Author: ozgeergun@outlook.com.tr  

http://dergipark.gov.tr/ejosat
mailto:ozgeergun@outlook.com.tr
mailto:hoilhan@yildiz.edu.tr


European Journal of Science and Technology 

 

e-ISSN: 2148-2683  53 

1. Introduction 

Diabetes is a chronic disease that causes irregularities of the 

blood sugar level. It damages many parts of the body such as 

heart, eyes, blood vessels and nerves. There are two types of 

diabetes. Type 1 diabetes is a condition in which the pancreas does 

not produce enough insulin. In type 2 diabetes, not only the lack 

of insulin, but also the problems about the insulin resistance are 

the major issues critically affecting human life. According to the 

reports of World Health Organization (WHO, n.d.), more than 400 

million people are diabetic in the world population and 1.6 million 

deaths are recorded due to the diabetic issues each year. 

Additionally, the number of diabetic patients is currently 

increasing at a growing rate every year when compared to earlier 

years. Therefore, the early stage detection for diabetics has crucial 

importance for human life.  

It is proven that diabetes may be present for 4-12 years before 

diagnosis (Harris et al, 1992). When diagnosis is made, diabetes-

related damage occurs in half of the patients. Researchers prove 

that early detection of diabetes will help to prevent heart diseases, 

blindness, vascular complications (Ramachandran & 

Chamukuttan, 2008) and stroke, kidney failure and limb 

amputations (U.S. Department of Health & Human Services, 

2004). So, early diagnosis is very important to reduce the effects 

of the disease and improve life quality of patients. 

Machine learning is a sub-branch of computer science and 

artificial intelligence which focuses on the use of data to create 

predictive models for various problems (IBM Cloud Education, 

2020). It can be used for analyzing data and retrieving critical 

information. Moreover, the estimation and prediction for the 

future according to the presented data is possible by using the 

machine learning techniques for many different fields. Similarly, 

these techniques can be also applied in the medical field for 

information retrieving and pattern understanding from existing 

data and predict the future trends of health problems. For instance, 

some symptoms like polyuria, polydipsia, obesity, itching, 

polyphagia and delayed healing are known as the early symptoms 

of diabetes. However, healthy people can also have some of these 

symptoms. By using machine learning techniques, predicting if a 

person is healthy or diabetic is possible. In the presented study, 

the prediction of diabete stages is aimed to estimate with a high 

accuracy rate. 

In this study, “early stage diabetes risk prediction dataset” 

obtained from the UCI Machine Learning Repository has been 

used in the evaluation of techniques. In the literature, several 

studies focused on this dataset have been found. Oladimeji et. al 

analyzed the data set to define the most essential attributes for 

classification step (Oladimeji et. al, 2021). Several attribute 

evaluator approaches are applied such as SymmetricalUncert 

Attribute Evaluator, GainRatio Attribute Evaluator, InfoGain 

Attribute Evaluator, Correlation Attribute Evaluator with the 

ranker search method. It is found that obesity, delayed healing and 

itching were redundant features so, these features are deleted from 

the dataset. As machine learning techniques, Random forest, K-

nearest neighbor, regular Decision Tree and Naive Bayes methods 

are applied by using a machine learning toolbox named ad 

WEKA. Results are evaluated and discussed by using a 10 fold 

cross validation schema. The highest accuracy achieved at this 

study is 98.31% by using random forest. 

In another study on the same dataset, a feature selection 

algorithm is implemented to optimize the Multilayer Perceptron 

Classifier by reducing the number of input features (Le et. al, 

2021). Grey Wolf Optimization and Adaptive Particle Swarm 

Optimization were utilized in the optimization step. The results 

are compared to several well-known machine learning methods 

such as decision tree, support vector machine, k-nearest neighbor, 

naïve bayes, random forest and logistic regression. An 80:20 ratio 

training and testing split ratio is used for model evaluation and 

97% accuracy is achieved by using the proposed optimization 

based Multilayer Perceptron Classifier. 

Sadhu and Jadli compared the seven classical machine 

learning models by using the same dataset in another study (Sadhu 

and Jadli, 2021). Accuracy of 98.08% and ROC score of 99.79% 

are reported by using random forest method. Oleiwi et. al applied 

10 fold cross-validation over the radial basis function network 

model which resulted in 98.80% accuracy and 100% sensitivity 

scores (Oleiwi et. al, 2020). In another research, a test accuracy of 

98,08% is reported by implementing the K-nearest neighbor 

algorithm on the same dataset (Bilgin, 2021). Additionally, 

several more classical machine learning methods such as 

multilayer perceptron, decision tree, ensemble learning 

algorithms, support vector machine and linear discriminant 

analysis were also used and a diabetes early diagnosis kit was 

developed. Different from the classical machine learning 

application, a time domain specific deep learning model, LSTM, 

is also tested over the same data set by Özer (Özer, 2020). Özer 

reported an average F1 score of 98.9% by implementing LSTM 

networks and validated the result of the created model over 10-

fold cross validation. There are also other diabetic related datasets 

in literature. Nahzat and Yağanoğlu implemented random forest 

over different diabetic dataset. They reported an 88.31% accuracy 

score (Nahzat and Yağanoğlu, 2021).  

In this paper, eight machine learning techniques are explained 

and used to create a predictive model for diabetes. Different from 

the previous studies, a 1D CNN model has been designed and 

tested over the dataset. The evaluated results are compared in 

terms of different metrics. Since early diagnosis helps reduce the 

effects of diabetes, this work is expected to be helpful for 

healthcare. 

2. Material and Method 

2.1. Dataset Information 

Early stage diabetes risk prediction dataset (UCI Machine 

Learning Repository, 2020) is prepared by Islam et al. (Islam et 

al, 2020). Data have been collected from the records of the 

patients of Sylhet Diabetes Hospital in Sylhet, Bangladesh. There 

are 520 instances and 16 features that are related to diabetes. 15 

attributes are categorical and 1 attribute is continuous. There are 

some attributes that are terms of medicine so, these attributes are 

explained below. 

• Polydipsia is excessive thirst and is one of the first 

symptoms of diabetes (Hickman, 2020). 

• Unexplained weight loss is when someone drops a 

significant amount of weight without a change in diet or exercise. 

It can occur in people who have type 2 diabetes, but it is more 

common at  type 1 (Berkley, 2021). 
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•   Polyphagia is excessive hunger that increases appetite 

significantly and persistently. It is one of the main symptoms of 

diabetes (Jones, 2021). 

• Thrush is a yeast infection (candida albicans). High sugar 

levels supply better conditions for candida albicans to grow 

(Thrush, 2019). 

• Blurred vision means the loss of sharpness of vision and 

it makes it impossible to see fine details. Instability of blood sugar 

is known as a reason for blurred vision (Coelho, 2021). 

• Paresis is the condition of weakness of voluntary 

movement (Petrie, 2021). It can be a symptom of diabetes. 

• Muscle stiffness is the inability of the muscles to relax 

normally. It can affect any part of the body and it causes difficulty 

of moving (Cirino, 2019). 

• Diabetic patients are more likely to have alopecia areata. 

Alopecia leads to hair loss on any part of the body (Watson, 2018). 

Since there are no missing values at the dataset, encoding 

categorical values was enough for dataset preparation. 

Categorical values which are yes/positive are denoted by 1 and 

no/negative are assigned as 0 in the analysis. 

2.2. Methodology 

In the presented study, classical and advanced machine 

learning methods are applied in order to predict diabetes in the 

early stages. To determine the most convenient technique which 

gives the highest classification performance result especially for 

the diabetic prediction purpose, eight well known machine 

learning techniques are applied to the same dataset and the results 

are compared with the same metrics. These selected machine 

learning methods are decision tree, random forest, support vector 

machine, XGBoost, K-nearest neighbor, Naive Bayes, artificial 

neural network and convolutional neural network. Results are 

evaluated in terms of accuracy, precision, recall and f score by 

applying cross validation schema. Methodology of this research 

is illustrated in Figure 1 and implemented methods are explained 

in the subsections. 

2.2.1. Decision Tree 

Decision tree is a machine learning method that visualizes 

how the created model predicts data. It builds a tree in which 

nodes of the tree represent features, branches represent which 

direction must be taken after each node and leaves represent 

predictions. Classes of given data can be predicted by traversing 

from root to leaves by choosing regarding branches.  Decision tree 

also shows the importance of features, the most important and 

elective feature takes place at the root node. In the presented 

study, models have been created by using Gini Information Gain 

with two-level pruning settings.   

2.2.2. Random Forest 

When a part of the decision tree is built incorrectly, it causes 

the model to make false predictions. Random forest is a machine 

learning technique that aims to solve this overfitting issue. In this 

approach, predictions of several randomly created decision trees 

are combined and the most voted label is returned as a label of 

given data. The voting process over the decision of multiple tree 

models is illustrated in Figure 2 (Ampadu, 2021).  

 

Figure 2. Voting Process at Random Forest 

2.2.3. Support Vector Machine 

Support vector machine maps each instance in a space and 

divides that space into hyperplanes. Each hyperplane represents a 

class and classification is done by mapping each data. Training 

time and cost may be too much for large size datasets so it is better 

to use SVM for small datasets. In this study, a polynomial kernel 

with a degree of 3 and a  regularization parameter as 0.1 is 

implemented.  

2.2.4. XGBoost 

Extreme gradient boosting is a tree based machine learning 

framework, which starts by building weak models and ends up 

with a strong model. This process is done parallelly by adding 

more nodes to decision trees by considering the gradient of loss 

function. When classifying an instance, the result of each tree is 

considered and the most voted result is returned as the output of 

the model.  

 

Figure 1. The Flowchart of the Study 
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2.2.5. K- Nearest Neighbor 

K nearest neighbor is a simple yet effective machine learning 

algorithm. Training data is represented in a graph and an 

assumption that examples of the same classes will be closely 

positioned. When predicting the label of an instance, position of 

that instance at graph is determined by using its features and the 

k neighbors that are closest to that point is found. Labels of these 

neighbors are considered and prediction of the model is returned 

as the most seen label among neighbors.  

2.2.6. Gaussian Naïve Bayes 

Naive Bayes is a machine learning algorithm that is based on 

Bayes theorem. It makes an assumption that all attributes are 

independent so it does not produce good results when the dataset 

size is large and it has a lot of features. Gaussian Naive Bayes is 

a variant of Naive Bayes that implements Gauss normal 

distribution.  

2.2.7. Artificial Neural Network 

Artificial neural networks aim to imitate the functions of the 

human brain to solve complex problems. It is the process of 

creating a network that includes nodes and connections to make 

predictions. For initialization, random weights will be given to 

each connection and weights will be updated by calculating the 

loss of train data. To make predictions for a problem that has n 

classes, n nodes are set to the output of the network and each 

output of those n nodes represent the likelihood of given data to 

be related to that class.  

2.2.8. Convolutional Neural Network 

Convolutional neural network is a deep learning method that 

filters input data before feeding into the neural network. It is 

beneficial for reducing input shape by eliminating unrelated 

attributes. Convolution, pooling and flatten layers are applied then 

output of these layers are fed into dense layers. It is often used for 

images, but it can also be applied to numerical data. While 2 

dimensional convolutional neural network architecture can be 

used for images,  1 dimensional convolutional neural network 

architecture can be used for numerical data. In this study, 1 

dimensional convolutional neural network having 2 convolutional 

layers was applied over the classification of diabetic dataset. 

Convolution layers have 8 and 4 filters. A dropout layer was 

assigned to the output of convolution layers for avoiding 

overfitting, then pooling and flattening layers were located at the 

end of the 1D CNN architecture. These results are fed into a neural 

network which has 500 neurons and a sigmoid output function. 

2.3. Performance Metrics 

Several metrics to calculate performance of machine learning 

techniques have been used in the proposed study. These metrics 

were calculated over the confusion matrix.  

In the confusion matrix,  True positive (TP) is the count of 

positive labeled data that are correctly classified, true negative is 

the count of negative labeled data that are correctly classified, 

false positive is the count of negative labeled data that are 

classified as positive by mistake and false negative is the count of 

positive labeled data that are classified as positive by mistake. 

Mostly used performance metrics are accuracy, recall, precision 

and f-score. 

Accuracy is a performance metric that is the ratio of correctly 

classified data over all data. It is a commonly used metric but it 

does not give detailed information about model performance. 

Precision is the ratio of true positive over all of the positive 

classified data. For diabetes classification, precision shows the 

ability of the model to predict patients and not labeling healthy 

people as patients. Recall is the ratio of true positive over all of 

the positive data. For diabetes classification, it shows how many 

patients can be detected by the model. F score is the harmonic 

mean of precision and recall so it is a strong metric to calculate 

model performance. In the calculation of F-Score, precision and 

recall is denoted as P and R, respectively. All the formulas are 

given below:  

                   Accuracy = TP+TN/(TP+TN+FP+FN)                  (1) 

                                Precision = TP/(TP+FP)                            (2) 

                                  Recall = TP/(TP+FN)                              (3) 

                               F-Score = 2*(P*R)/(P+R)                           (4) 

Model performance may also be shown in a confusion matrix. 

Confusion matrix is an n x n matrix that n denotes the number of 

labels of a given dataset. Each row represents actual labels and 

each column represents predicted labels. Confusion matrix shows 

the performance of the model as illustrated in figure 3.  

 

Figure 3. Standard Form of Confusion Matrix 

For evaluating the techniques over the dataset, these metrics 

have been calculated by applying 5 fold cross validation. When k 

fold cross validation is applied, the dataset will be divided into k 

parts. Training process will be done k times and at each time k-1 

folds are used for training and 1 fold is used for testing. This 

approach prevents unbalanced data problem so model metrics can 

be measured in a more trustworthy way (Hawkins, Subhash & 

Mills, 2003). 

3. Results and Discussion  

All of the machine learning models that are described above 

are implemented for diabetes risk prediction dataset and the 

results in terms of accuracy, precision, recall and f-score are 

presented in Table 1. Results are validated by using a 5-fold cross 

validation schema in which training and testing sets were arranged 

as 416 and 104 samples for each fold. General performance scores 

listed in Table 1 were calculated by averaging the fold results. 

According to the results, the highest classification accuracy 

is achieved by 1 dimensional convolutional neural network. An  

accuracy of 99.04% has been measured for the classification of 

the dataset. 
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Table 1. The Classification Performances of the Utilized Machine Learning Techniques for the Diabetes Risk Prediction Dataset

Method Accuracy(%) Precision(%) Recall(%)             F1 Score(%) 

K-Nearest Neighbor 89.42 88.92 90.34 89.09 

Decision Tree 95.58 95.17 95.58 95.34 

Random Forest  97.69 97.69 97.53 97.57 

Support Vector Machine 94.62 94.18 94.51 94.31 

Naïve Bayes 88.85 88.30 88.11 88.16 

XGBoost 97.89 97.80 97.77 97.76 

Artificial Neural Network 92.31 91.82 92.40 92.07 

Convolutional Neural Network 99.04 100.00 98.63 99.31 

In terms of precision, convolutional neural network achieved 

100% performance. This shows that when the model created by 

using convolutional neural network classifies a sample as patient, 

the possibility of it being healthy is very low. Since a health issue 

is the topic of this research, recall is also a very important metric. 

Determining a healthy person as a patient can be tolerated in some 

cases but diagnosing a diabetic patient as healthy may cause 

serious issues. In terms of recall, all of the implemented machine 

learning models resulted in a satisfactory level. The highest recall 

score is measured as 98.63% when using the designed 1 

dimensional convolutional neural network over the dataset. Also, 

the F-score metric should be considered to balance precision and 

recall scores. The highest F-score is 99.31% and it is also obtained 

by using the same designed 1 dimensional convolutional neural 

network. By considering these results, the convolutional neural 

network model is the most successful model to predict diabetes.  

While the proposed convolutional neural network achieved 

the maximum classification accuracy as shown in Table 1, the 

lowest performance is obtained by using Naïve Bayes method. All 

of the performance metrics are measured below 90%. Since the 

features of the dataset are not independent, assumption of 

independent features (Rish, 2001) may lead to the obtained low 

performance. This model may misinterpret given samples and 

label them wrong. 

In order to define the most informative features of the dataset, 

XGBoost and Decision Tree models were investigated. After the 

training phase of XGBoost, the importance of each attribute to the 

performance of classification is illustrated in Figure 4.  

 

Figure 4. The importance of features for XGBoost Model 

According to the XGBoost classification performance which 

resulted in 97.89%, 97.80% and 97.77% in accuracy, precision 

and recall scores, respectively, age of the patients have crucial 

importance in the classification. Most patients have been correctly 

classified as diabetic or non-diabetic by using “Age” information 

in the dataset. Then, the polydipsia which indicates the status of 

excessive thirst condition of patients is the second crucial 

parameter in the definition of diabetes. The least important 

features were determined as sudden weight loss and muscle 

stiffness situations of the patients as those can happen because of 

many other reasons such as stress or excessive sportive activity.  

Decision tree is another easy understandable technique with 

its outcomes. After the pruning, the tree that is created for 

diagnosis of diabetes is illustrated in Figure 5. It shows that the 

most important feature is polyuria for the created decision tree 

model. 

 

Figure 5. Importance of features for Decision Tree Model 

4. Conclusions and Recommendations 

In this research, eight machine learning methods are applied 

to the early stage diabetes risk prediction dataset. The results are 

compared in terms of performance metrics such as accuracy, 

recall, precision and f-score. The most successful model is the 

designed 1 dimensional convolutional neural network model, and 

it has an accuracy of 99.04% over data set over the 5 fold cross 

validation schema. In literature, there was no research that 

XGBoost or Convolutional Neural Networks applied to the early 

stage diabetes risk prediction dataset. The results explained in this 

paper show that both of these two methods perform satisfactorily 

in detecting early stage diabetes risk. Since evaluated metrics are 

high, further work of creating an early stage diabetes risk 
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prediction application may be done by using the created 

Convolutional Neural Network model. 
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