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FACTOR RELATIONS BETWEEN SOME SUMMABILITY
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Abstract. In the present paper, using the result of Bennett [1] on character-

ization of factorable matrices, we give necessary and sufficient conditions in
order that Σλnxn is summable |R, pn|s whenever Σµnxn is summable |C, 0|k ,
and Σλnxn is summable |C, 0|s whenever Σµnxn is summable |R, pn|r , . where

1 < k ≤ s <∞. Therefore we also extend some known results.

1. Introduction

Consider an infinite series Σxn with partial sum sn, and by (σαn) , we denote the
n-th Cesàro means of order α with α > −1 of the sequence (sn) . The series Σxn is
said to be summable |C,α|k , k ≥ 1, if

(
n1−1/k

(
σαn − σαn−1

))
∈ `k (see [7]), where `k

is the set of all sequences consisting k- absolutely convergent series. Note that the
summability |C, 0|k reduces to

(
n1−1/kxn

)
∈ `k. Let (pn) be a sequence of positive

real numbers with Pn = p0+p1+ · · ·+pn →∞ as n→ n. The sequence-to-sequence
transformation

un =
1

Pn

n∑
n=0

pnsn. (1.1)

defines the sequence (un) of the (R, pn) Riesz means of the sequence (sn), gen-
erated by the sequence of numbers (pn). The series Σxn is said to be summable
|R, pn|k , k ≥ 1, if

(
n1−1/k (un − un−1)

)
∈ `k (see [19]).

A summability method Y is said to be include another summability method X,
if every series summable by X is also summable by Y. If the methods include each
other, then, these methods are called equivalent. Hereof, the inclusion relations of
the absolute summability methods of single series were studied by various authors
(see, for example, [2-24]).

The following result was established by Bor [2].
Theorem 1.1. Let 1 < k <∞ and

∞∑
n=v

nk−1pkn
P knPn−1

= O

(
vk−1pkv−1
P kv−1

)
. (1.2)
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If exists d > 1 such that
Pn+1

Pn
≥ d for all n ≥ 1, (1.3)

then, the summability methods |R, pn|k and |C, 0|k are equivalent.

Also, in [16], this result was extended as follows.
Theorem 1.2. Let 1 < k ≤ s <∞. Then, the necessary and sufficient condition

in order that the summability method |R, pn|s includes the summability method
|C, 0|k is {

m∑
v=1

P k
∗

v−1
v

}1/k∗ { ∞∑
n=m

(
n1/s

∗
pn

PnPn−1

)s}1/s

= O(1),

where k∗ denotes the conjugate of the index k > 1, i.e., 1/k + 1/k∗ = 1.
Theorem 1.3. Let 1 < k ≤ s <∞. Then, the necessary and sufficient condition

in order that the summability method |C, 0|s includes the summability method
|R, pn|k is {

m∑
v=m−1

1

v

∣∣∣∣Pv−1Pvpv

∣∣∣∣k∗
}1/k∗ {m+1∑

n=m

ns−1

P sn

}1/s

= O(1).

2. The main Result

This paper gives necessary and sufficient conditions in order that Σλnxn is sum-
mable |C, 0|s whenever Σµnxn, is summable |R, pn|k , and also Σλnxn is summable
|R, pn|s whenever Σµnxn, is summable |C, 0|k , where1 < r ≤ s <∞, which gener-
alizes the above results.

A factorable matrix T is defined by

tnv =

{
bnav, 0 ≤ v ≤ n,
0, v > n.

where (bn) and (an) are sequences of real or complex numbers.

Now we prove the following theorems.

Theorem 2.1. Let 1 < k ≤ s < ∞ and λ = (λn) be a sequence of numbers.
Further, let µ = (µn) be a sequence of non-zero numbers. Then, necessary and
sufficient condition in order that Σλnxn is summable |R, pn|s whenever Σµnxn is
summable |C, 0|k is{

m∑
v=1

P k
∗

v−1
v

∣∣∣∣λvµv
∣∣∣∣k∗
}1/k∗ { ∞∑

n=m

(
n1/s

∗
pn

PnPn−1

)s}1/s

= O(1). (2.1)

Theorem 2.2. Let 1 < k ≤ s < ∞, λ and µ be as in Theorem 2.1. Then,
necessary and sufficient condition in order that Σλnxn is summable |C, 0|s whenever
Σµnxn is summable |R, pn|k is{

m∑
v=m−1

1

v

(
Pv−1Pv
pv

)k∗}1/k∗ {m+1∑
n=m

∣∣∣∣n1/s∗λnPnµn

∣∣∣∣s
}1/s

= O(1). (2.2)

It may be noticed that Theorem 2.1 and Theorem 2.2. are, in the special case
µn = λn = 1 for all n ≥ 0, reduced to Theorem 1.2. and Theorem 1.3, respectively.
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Also, if pn = 1 for all n ≥ 0, then the summability|R, pn|k coincides with the
summability |C, 1|k . Further, Pn = n+ 1 and

∞∑
n=m

pn
Pn−1P sn

=

∞∑
n=m

1

n(n+ 1)s
= O

(
1

ms

)
.

Hence, the following results is immediately obtained.

Corollary 2.3. Let 1 < k ≤ s < ∞, λ and µ be as in Theorem 2.1. Then,
necessary and sufficient condition in order that Σxnλn is summable |C, 1|s whenever
Σxnµn is summable |C, 0|k is

m∑
v=1

vk
∗−1

∣∣∣∣λvµv
∣∣∣∣k∗ = O(mk∗).

Corollary 2.4. Let 1 < k ≤ s < ∞, λ and µ be as in Theorem 2.1. Then,
necessary and sufficient condition in order that Σxnλn is summable |C, 0|s whenever
Σxnµn is summable |C, 1|k is

m+1∑
n=m

1

P sn

∣∣∣∣λnµn
∣∣∣∣s = O(m1−2s−s/k).

Proof of Theorem 2.1. We first note a result of Bennett [1] that a factorable
matrix T defines a bounded linear operator LT : `k → `s such that LT (x) = T (x)
for all x ∈ `k if and only if(

m∑
v=0

|av|k
∗

)1/k∗ ( ∞∑
n=m

|bn|s
)1/s

= O(1), (2.3)

where k∗is the conjugate of indices k. Let σ0
n and un be Cesàro (C, 0) and Riesz

means (R, pn) of the series Σµnxn and Σλnxn, respectively. Then, by (1.1) ,

σ0
n =

n∑
v=0

µvxv

un =
1

Pn

n∑
v=0

pv

v∑
r=0

λrxr

and so ∆u0 = λ0x0,

∆un =
pn

PnPn−1

n∑
v=1

Pv−1λvxv, for n ≥ 1.

Now, say t′n = n1/s
∗
∆un and σ0′

n = n1/k
∗
µnxn for n ≥ 1. Then, it easily seen that

t′n =
n1/s

∗
pn

PnPn−1

n∑
v=1

Pv−1λv
v1/k∗µv

σ0′
v

=

∞∑
v=1

tnvσ
0′
v



FACTOR RELATIONS 73

where the matrix T = (tnv) is given by

tnv =

{
n1/s∗pnPv−1λv

PnPn−1v1/k
∗µv

, 1 ≤ v ≤ n,
0, v > n.

This means that Σxnλn is summable |R, pn|s whenever Σxnµn is summable |C, 0|k
if and only (t′n) ∈ `s for all

(
σ0′
n

)
∈ `k, or, T : `k → `s is a bounded linear operator.

Thus, by applying (2.3) to the matrix T, we have (2.1) .

Proof of Theorem 2.2. Let un and σ0
n be means of Riesz (R, pn) and Cesàro

(C, 0) of the series Σµnxn and Σλnxn, respectively. Then, as above, ∆σ0
n = λnxn,

and also ∆u0 = µ0x0,

∆un =
pn

PnPn−1

n∑
v=1

Pv−1µvxv, for n ≥ 1 (2.4)

By inversion of (2.4) , it can be stated that, for n ≥ 1,

xn =
1

µnPn−1

(
Pn−1Pn
pn

∆un −
Pn−1Pn−2
pn−1

∆un−1

)
Say t′n = n1/k

∗
∆un and σ0′

n = n1/s
∗
λnxn for n ≥ 1. Then, it can be written that

σ0′
n =

n1/s
∗
λn

µnPn−1

(
Pn−1Pnt

′
n

n1/k∗pn
−

Pn−1Pn−2t
′
n−1

(n− 1)
1/k∗

pn−1

)

=

∞∑
v=1

dnvt
′
v

where the matrix D = (dnv) is defined by

dnv =


n1/s∗λn

µnPn−1

(
− Pn−1Pn−2

(n−1)1/k∗pn−1

)
, v = n− 1

n1/s∗λn

µnPn−1

(
Pn−1Pn

n1/k∗pn

)
, v = n

0, v > n.

This gives that Σxnλn is summable |C, 0|s whenever Σxnµn is summable |R, pn|k if

and only if
(
σ0′
n

)
∈ `s for all (t′n) ∈ `k, or, D : `k → `s is a bounded linear operator.

Thus, by applying (2.3) to the matrix D, we get (2.2).
This completes the proof.
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