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Abstract 
 

A new theoretical groundwork for the analysis of wall-bounded turbulent flows is offered, the application of which is 

presented in a parallel paper. First, it is proposed that the turbulence phenomenon is connected to the onset of an 

irreversible process – specifically the action of a slip flow – by which a new fundamental model can be derived. Fluid 

cells with specific dimensions – of length connected with the local slip length and thickness connected with the 

distance between two parallel slipping flows – can be hypothetically constructed, in which a specific kinetic energy 

dissipation can be considered to occur. Second, via a maximum entropy production process a self-organized grouping 

of cells occurs – which results in the distinct zones viscous sublayer, buffer layer, and the log-law region to be built 

up. It appears that the underlying web structure may take the form of either representing a perfect web structure 

without any visible swirls, or a partially defect web structure where unbalanced forces may result in the generation of 

apparent swirls – which in turn might grow into larger turbulent eddies. Third, on the transition from laminar to 

turbulent flows, a nominal connection between the onset of a turbulent wall boundary layer (in a pipe flow), the 

Reynolds number as well as the wall surface roughness can be derived. 

 

Keywords: Discrete slip flow; maximum entropy production; turbulent eddy; fracture structure. 

 

1. Introduction 

The topic of turbulence covers a broad range of 

experiments and attempts to analyse the phenomenon [1], 

[2], [3], [4], [5], [6]. The vastness of applications and results 

does not allow for any comprehensive summary in this paper. 

However, most scientists within the field of turbulence 

would agree on the following points: 

 Analysis of turbulent flows in simple geometries (pipes, 

plates etc.) is possible with empirical formulas. This is 

the default engineering approach [1]. 

 Wind tunnel experiments and scaling of results are a 

useful complement to empirical or numerical analysis in 

e.g. the aerospace and automobile industries. 

Corresponding experiments and scaling of results 

regarding marine- or submarine vessels is also possible 

in e.g. water channel experiments [2]. 

 Most attempts to model turbulence in a CFD 

(Computational Fluid Dynamics) flow solver employs 

the Navier-Stokes relations directly [7], or a modified- or 

altered version of these relations [3]. 

 The theory of a turbulent cascade process [8] is 

presumed, in which larger eddies are broken up 

downstream into smaller ones. The idea is to connect 

eddies to the concept of “turbulent kinetic energy”, where 

the largest eddies are considered to have the highest 

amount of turbulent kinetic energy. After a cascade 

breakdown of eddies, eventually to the smallest scales 

(the Kolmogorov scales [9]), any further breakdown is 

the conversion into viscous dissipation. 

 Perhaps the most ambitious computational-intense 

approach is the DNS (Direct Numerical Simulation) 

approach [7], [10], computing the time-dependent 

solutions of the flow utilizing the unaltered Navier-

Stokes relations. Unfortunately, when modelling a 

situation where turbulence has triggered and is growing 

downstream (e.g. in a turbulent wall boundary layer), the 

corresponding DNS simulations hitherto arrive at 

opposite results, i.e. showing a receding turbulence 

downstream [11]. 

 In the LES (Large Eddy Simulation) approach [12], a 

low-pass filtering of the Navier-Stokes relations removes 

the information from the small eddies. The impact of the 

small eddies on the solution is instead modelled, while 

the large-scale eddies are analysed with the unaltered 

Navier-Stokes relations. It is argued that this approach 

removes the need to resolve small flow- and time scales. 

 The k- turbulence model [13] simulates the mean-flow 

behaviour. It incorporates expressions for the turbulent 

kinetic energy k, as well as expressions for the “rate of 

dissipation of turbulent kinetic energy” . The concept of 

“eddy viscosity” is introduced – representing a “property 

of the flow”. 

 Despite various approaches results in various degrees of 

success, it is generally acknowledged that from hitherto 

acquired knowledge, one is not yet able to predict 

turbulent fluid motion in detail. 

 There is no clear definition of turbulence. Reference is 

often made to a list of characteristics of fluid flow 

behaviour, cf. e.g. [3], which all need to be met to 

characterise the flow as “turbulent”. 

 It is fair to state that our understanding of turbulence is 

rather limited. 

Would a fundamentally different approach have potential 

merit?  Arguably yes, if one would consider the following: 
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 It is here believed that the use of Newton’s viscosity law 

𝜏𝑖𝑗 = 𝜇 (
𝜕𝑈𝑖

𝜕𝑦𝑗
+
𝜕𝑈𝑗

𝜕𝑦𝑖
) (for an incompressible and 

Newtonian fluid) [2], [14] as a fundamental model for 

turbulent flows can be contested.1 Clearly, a replacement 

fundamental model would approach the analysis of 

turbulence in a different way. 

 The non-linear slip flow process occurs at far-from-

equilibrium conditions [15] and has a corresponding 

residual thermodynamic process formulation [16]. Often 

ordered structures (often referred to as “dissipative 

structures”) may be created in connection with the 

initiation of such a residual process [15]. 

 A simple fracture model based on multiple, but vertically 

separated slip flows, can fully resolve the time-averaged 

velocity profile of the so-called viscous sublayer, the 

buffer layer, the log-law region, and outer region of a 

turbulent wall boundary layer [1], [2]. The total kinetic 

energy dissipation can be integrated and compared with 

corresponding experiments with a certain degree of 

agreement, cf. Table 1 and computations in [17] for pipe 

flows. 

 The concept of perfect slips fracture structure, and defect 

slips fracture structure can be introduced, where the 

defect slips fracture structure is associated with a reduced 

kinetic energy dissipation. For a perfect slips fracture 

structure, which appears to represent the situation within 

the viscous sublayer, all flow downstream occurs parallel 

to the wall, with no experimental evidence of swirls 

initiating within this zone. In addition, the viscous 

sublayer can also be considered to represent a saturated 

kinetic energy dissipation zone. Considering the buffer 

layer and log-law region, swirls may initiate (which 

downstream may form turbulent eddies, cf. discussion 

below and in [17]). But these may form only at relatively 

few spot-wise positions within the flow, i.e., the 

connection between visible turbulence would relate to the 

presence of defects in the fracture structure. 

 

 
Figure 1. Impinging jet of round particles (erosives), 

impacting a ductile target surface, at an “initial state” of 

stationary conditions. Finnie and Kabil [18] characterised 

the reflected stream as “laminar”. 

 

In this paper, and in the associated paper [17], the 

discussion is focused on analysing the above-proposed 

model and evaluating it against experiments carried out on 

pipe channel flows. 

                                                 
1 In Capter 1.5 of [3] it is stated that ”The Kolmogorov length 

and time scales are the smallest scales occurring in turbulent 

motion.” – followed by a scientific argument concluding that 

Table 1. Comparison of traditional- versus proposed 

residual thermodynamic process approach. 

Traditional approach on pipe 

cross-section: 

Proposed approach on pipe 

cross-section: 

�̅�model does not agree with 

�̅�experiment when solving the 

unaltered Navier-Stokes relations 

(in DNS simulations). 

�̅�model agrees with �̅�experiment, 

cf. [17]. 

𝐔′model in various degrees of 

agreement with 𝐔′experiment 

(depending on alterations and 

artificial settings for closure when 

studying Reynolds decomposed 
Navier-Stokes relations). 

𝐔′model considered to be of 
secondary importance. 

Fundamental model: 

 𝜏𝑖𝑗 = 𝜇 (
𝜕𝑈𝑖

𝜕𝑦𝑗
+
𝜕𝑈𝑗

𝜕𝑦𝑖
) 

All irreversible thermodynamic 
processes occur close to 

equilibrium conditions, soft 

gradients. 

Fundamental model: 
d(ke)res

d𝑡
= 𝐶𝐴

𝜌𝐿

𝛿
𝑈slip 

valid at far-from-equilibrium 
conditions. 

No specific triggering mechanism 
is presented in the turbulence 

sciences literature, to the author’s 

knowledge. 

Mechanism accounting for 
turbulence is believed to occur 

at far-from-equilibrium 

conditions and may 
trigger/onset at certain 

conditions. 

1st law balance: No agreement yet 

claimed in the literature between 
model and experiments. 

1st law balance: Agreement 

inferred. 

2nd law balance: Not applicable 

(cf. incompressible flow 

assumption) 

2nd law balance: Not applicable 

(cf. incompressible flow 

assumption) 

Provides physical insight into 
origination of different zones in a 

turbulent wall boundary layer 

(viscous sublayer, buffer layer, 
and the log-law region): no. 

Provides physical insight into 
origination of different zones in 

a turbulent wall boundary layer 

(viscous sublayer, buffer layer, 
and the log-law region): yes. 

Connection surface roughness 

with analytical approach: not 

understood (the CFD modeller is 
referred to black-box model 

options). 

Connection surface roughness 

with analytical approach: yes, 

experimental flow behaviour 
indicates effects to be 

accounted for when mapping 

the velocity profile. 

The sciences of fluid dynamics 
have derived a closed set of 

equations, referred to as the non-

altered set of Navier-Stokes 
relations for laminar flow. From a 

set of initial and boundary 

conditions, the Eulerian fluid flow 
field can be computed. Variants of 

this set of relations have been 

developed for analysis of 
turbulent flows. After a Reynolds 

decomposition, a set of relations 

can be derived without knowledge 
of all terms – the so-called 

“closure problem” of turbulence. 
These unknown terms need to be 

estimated (in a semi-empirical 

manner) to solve the set of 
equations. 

To develop a closed set of 
relations solving the time-

averaged Eulerian turbulent 

fluid flow field (including 

�̅�model), this remains to be 

developed (it is not the focus of 

the present work). 
 

 

2. Theory  

2.1 Preamble 

Experimental observations made by [18] on a steady-

state impinging dense particle-flow jet stream, resulting in 

erosion of a ductile material, is discussed. For round particles 

(so-called “erosives” within the field of Wear), impacting a 

continuum processes are the only possibility to consider for 

turbulent flows. The author of the present work believes that 

this argument is circular. 
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ductile target surface at relatively low impact angles, the 

initial behaviour when attacking a fresh target surface – not 

considering the first within 100 milliseconds or so when a 

“protective zone” [19] has not yet developed – behaves 

differently than later behaviour: At first, the net erosion rate 

is lower (which cannot be associated with any initial 

deviating surface material composition or oxide layer) than 

the net erosion rate observed later. Also, during this “initial 

state” the reflected flow is characterised as “laminar” [18]. 

As Finnie and Kabil were interested in the erosion behaviour 

of the target surface, they did not photograph or further 

characterise the reflection flow stream. However, 

Gustavsson [19] performed numerical simulations of an 

impinging 2D laminar particle-jet stream (at various flow 

conditions, width of jet, and impact angle against the target 

surface), cf. Figs 6-7 in [19]. These transient simulations 

were performed using a two-phase Eulerian-Eulerian flow 

solver [20], [21], [22]. For the impinging jet simulations, it 

was necessary to perform the simulations for a certain period 

(around a one-second simulation time), modelling the initial 

impact, followed by a build-up of a “protective layer” in the 

vicinity of the target surface, until eventually a steady-state 

flow condition was obtained, with results principally similar 

to the laminar flow situation depicted in Fig. 1, cf. [19]. 

Returning to the Finnie and Kabil experiments, after a 

“long-term” exposure of this steady-state impinging particle-

flow jet stream of round erosives at relatively low impact 

angle, a regular pattern – a so-called “erosion ripple” pattern 

– would form in the target material. In addition, when ripples 

formed, it appeared that the net erosion rate was higher. For 

this later state, which we can refer to as the “state of erosion 

rippling”, the observed reflected flow was characterised as 

“turbulent” [18], cf. Fig. 2. 

The latter erosion ripple pattern formed on the target 

surface could be presumed to remain overly flat across the 

target surface, with the ripple wavelength representing 

typically a half- to full diameter of the erosives [18]. 

If one would consider modelling the turbulent flow of 

Fig. 2 in a two-phase Eulerian-Eulerian CFD flow solver 

involving only continuum models, an immediate 

complicating issue is that the erosion ripple wavelength is 

smaller than any envisioned continuum-length scale. 

 
Figure 2. Impinging jet of round particles (erosives), 

impacting a ductile target surface, at a later state here 

referred to as a “state of erosion rippling”. Finnie and Kabil 

[18] characterised the reflected stream as “turbulent”. 

 

Later, the tools of the residual thermodynamics 

framework [16] were employed to analyse the same case; 

First, the irreversible non-linear process of “ductile erosion” 

(the traditional description in the field of Wear) – or more 

precisely the irreversible process identified as “ductile wear” 

[23], [24] – was derived. Secondly, it was in [16] argued that 

the self-organisation of round erosives along the target 

surface through a “slip-roll” mechanism would result in 

ductile erosion, incorporating a geometrically fixed ripple 

wavelength pattern. The analysis of this case in [16] 

predicted ripple wavelengths close to- or in agreement with 

those observed in experiments. 

The nominal slip-roll process resulting in erosion 

rippling was shown as possible to enhance by means of 

strengthened “dual-coupling” oscillation, cf. [16], i.e., via 

further self-organisation of the effective thermodynamic 

forces and fluctuating thermodynamic flows. This 

enhancement – which is associated with an increase in the 

total residual entropy generation rate – results in increased 

net erosion rates. 

Still, the net erosion rate is limited. Hence, for the net 

entropy generation around the entire impact zone of interest, 

it is fair to say that some kind of maximization of the net 

entropy generation (MEP = Maximum Entropy Production) 

appears to occur over time [25]. 

During this entire experiment, from onset of rippling 

through maximization, the nominal inflow jet stream is 

stationary and does not change with time. 

Apparently, this self-organising behaviour occurs outside 

the target surface, hence this phenomenon occurs within the 

two-phase flow field (near the target surface). Consequently, 

this finding indicates that irreversible residual 

thermodynamic processes (cf. [16]) occur within the particle-

gas or particle-vacuum flow field (i.e. outside the target 

surface) during the erosion rippling process. 

In this paper, the observation by Finnie and Kabil [18] on 

characterising the reflected stream as turbulent is of interest 

to study further: When a turbulent reflective stream is at 

hand, this represents an outflow behaviour, which originates 

from an upstream condition in the flow field where one or 

several near-surface irreversible residual thermodynamic 

processes are acting, cf. Fig. 2. This, in contrast to the 

reflected stream being laminar when the outflow originates 

from an upstream condition in the flow field where only non-

residual irreversible thermodynamic processes (cf. [16]) can 

be regarded as acting, cf. Fig. 1. 

In other words, it appears not possible to model or 

simulate the “turbulent” flow situation in Fig. 2 utilizing only 

continuum models. 

 

2.2 Appearance of Turbulence 

Consider the physics in the immediate surroundings of 

the triggered slip-roll residual process resulting in erosion 

rippling in Fig. 2. According to [15] and [16], a continual 

supply of mechanical energy, or mass, or both combined, is 

required, in order to self-sustain the residual irreversible 

thermodynamic process (within the zone where di𝑆res > 0) 

above the onset condition. This supply comes from the 

immediate surroundings. 

Next, consider a principal sketch of the immediate 

surroundings of the target surface subject to erosion rippling 

process, cf. Fig. 3. 

The zone in which the discrete residual-process 

interaction accounting for ductile wear combined with 

erosion rippling is a certain zone stretching a certain distance 

from the wall itself, i.e., the zone where di𝑆res > 0, cf. Fig. 

3. This zone might have a different size in case erosion 

ripples have just begun to form, or when the erosion ripples 

reach their geometrical maximum amplitude (in other words, 

when overall net entropy generation has reached a maximum 

rate). Perhaps, the slip-rolling mechanism may not only 
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occur in the first 1-2 particle layers along the wall, but it may 

also influence the particle’s organization – say 4-5 particle 

layers (or more) – outside the solid wall, cf. Figs 3-4. 

If we choose to select the geometrical zone in which the 

slip-rolling mechanism creates a highly self-organized slip-

rolling and entropy-generating zone, we can identify an 

exterior zone in which one is below the onset threshold for 

this residual process to enable – i.e., within a non-residual 

thermodynamic condition di𝑆res = 0, cf. Figs 3-4. 

 
Figure 3. Principle separation of three different geometrical 

zones around the erosion ripples formed on the target 

surface. A zone with residual irreversible thermodynamic 

process, above onset threshold condition (di𝑆res > 0), with 

significant residual entropy generation (for a mechanical 

system), is present. This is the slip-roll process, possibly with 

some dual-coupling action. An exterior zone with sub-

threshold conditions (di𝑆res = 0) can be identified, where no 

residual processes occur. Between these two zones, an 

“intermediate zone” can be imagined, which represents a 

geometrical zone in which both sub-threshold- or above-

threshold conditions may exist for potential residual 

processes. 

 
Figure 4. Author’s estimation of zone sizes and locations (not 

to scale) for the three different geometrical zones – with 

fundamentally different physical behaviour in each of the 

respective zones – for the flow situation depicted in Fig. 2. 

 

Between these two zones, we have an intermediate zone, 

cf. Figs 3-4. In this intermediate zone, which necessarily 

exists between the two extremes, one could reason that it 

would – for instance – represent a process condition A in Fig. 

2 in [16]. In many instances in time and for most regions 

within this zone, one would be at sub-threshold conditions 

di𝑆res = 0, while for some instances in time and at certain 

regions within this zone, one would be at above threshold 

conditions di𝑆res > 0. Any fluctuations in thermodynamic 

forces may result in sudden entropy generation. 

Such a process condition A is typically – according to 

[16] (with reference to experimental observations by 

Prigogine) – associated with high variations in 

concentrations, fluctuations etc., which might account for the 

downstream apparent “turbulent” behaviour of the reflected 

stream flow. Gustavsson states that (cf. below Table I in 

[16]): “However, fluctuations in the effective 

thermodynamic forces will render residual entropy 

generation for position A, where dissipative structures 

appear as more chaotic and strong fluctuations in 

concentration can be induced, …”. 

 

2.3 The Support Zone, and Connection with an Eddy, in 

The Erosion Ripple Jet Stream Flow 

One may speculate on how the irreversible residual 

thermodynamic processes in the vicinity of the target surface 

(above the erosion ripple zone) interact with its nearest 

surroundings, and the behaviour of a possible locally-onset 

residual process at a position further downstream. In 

particular, the model envisions the downstream leakage of 

the residual-thermodynamic process zone, i.e., downstream 

extending of the zone di𝑺res > 𝟎, followed by breakage of 

the downstream-extended-zone di𝑺res > 𝟎 from the fixed 

erosion ripple region, and continued lifetime of this 

residual process zone di𝑺res > 𝟎 as it moves downstream. 

The downstream leaked – or broken-off – R.Th.d.P. 

(Residual-Thermodynamic Process) zones could be 

imagined as a thin, nonetheless extended in the downstream 

direction and yet with a significant width. Necessarily, the 

immediate surroundings will support this self-sustaining 

R.Th.d.P. zone with kinetic energy and possible mass flow 

from both sides, maintaining the onset condition of the 

downstream moving R.Th.d.P. zone. 

The following experimental evidence supports this 

proposition: 

1. The turbulent appearance of the reflected flow in Fig. 2 

suggests that any given fixed geometrical position 

downstream of the onset residual-process zone di𝑆res >
0 might consist of either a sub-threshold condition 

di𝑆res = 0 or an above-threshold condition di𝑆res > 0 at 

different times. 

2. A downstream moving broken-off R.Th.d.P. zone is 

necessarily surrounded by a much-larger support zone. In 

the following discussion, the R.Th.d.P. zone and 

associated support zone is referred to as a turbulent eddy, 

cf. Fig. 5. The concept of a turbulent eddy observed in 

experiments originally represent the size of coherent (or 

identifiable) structures observed in the flow. It is stated 

that eddies represent “packets” of fluid of different sizes 

(ranging from macroscopic to microscopic scales). 

3. The maximisation of the net entropy generation in the 

entire impact zone appears to occur over time, after the 

residual thermodynamic process has been triggered to 

onset (for a stationary impinging particle jet flow). In 

order to maximize the net entropy generation, a 

downstream leakage of the onset process zone di𝑆res > 0 

will occur. 

4. As the natural behaviour tends towards maximising the 

net total entropy generation, after the onset of an erosion 

rippling process, it seems that one viable way to further 

increase the net total entropy generation, would be to 

self-organise additional life-support for these separated 

R.Th.d.P. zones as they move downstream. This 

maximization of entropy generation will possibly extend 

the length and/or width of the separated R.Th.d.P. zones, 

as well as extend the lifetime of the R.Th.d.P. zones as 

they move further downstream. This, in turn, would 

stretch the length of the “intermediate zone” yet further 

downstream, cf. Fig. 4. 
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Figure 5. Consider an instantaneous condition: A 

geometrical zone supporting the above-threshold conditions 

to maintain onset of a separated discrete slip layer. In this 

paper, this supporting zone is referred to as a turbulent eddy. 

 

Figure 5 depicts the possibility of an onset residual 

process (in red colour) that extends outside the specifically 

depicted turbulent eddy, into a connected turbulent eddy 

neighbour. At some point in time, these two co-joined 

turbulent eddies may break off from one another and reduce 

or increase in respective size. 

The active R.Th.d.P. zone will reduce in size and the 

presence of R.Th.d.P. zones will cease to exist just prior to 

exiting the intermediate zone, cf. Fig. 4. 

 

2.4 First Law Balance Relation Applied to a Single-Phase 

Turbulent Pipe Flow 

We need an expression, allowing us to compute the 

Darcy friction factor from the total kinetic energy dissipation 

in a single-phase (nominally Newtonian fluid) pipe flow, 

valid for both viscous laminar and turbulent flows. 

This can be obtained from the 1st law of thermodynamics, 

together with some common assumptions made in fluid 

dynamics of incompressible flows: 

Consider a fully developed horizontal pipe flow (i.e., no 

change in potential energy between inlet and outlet). Assume 

the fluid inside is incompressible, 𝑣 = 1 𝜌⁄ = constant. 

Consider next an open system encompassing inlet to outlet, 

incorporating the fluid medium in the pipe. Assume in turn 

adiabatic conditions, �̇� = 0, and no shaft work, �̇�shaft = 0. 

Furthermore, assume steady state flow rate, �̇� = constant. 

We then obtain from the 1st law for open systems the 

following (valid for both viscous laminar- and turbulent 

flows): 

 

∆�̇�system = �̇�⏟
=0

− �̇�shaft⏟  
=0

+ (�̇�ℎ)in − (�̇�ℎ)out = 0      (1) 

 

where ℎ = 𝑢 + 𝑃𝑣  is the enthalpy. 

The total kinetic energy dissipation is manifested as an 

increase in internal energy of the fluid at the outlet, minus 

inlet, multiplied by the mass flow rate. From Eq. (1) we get 

the following (valid for both viscous laminar- and turbulent 

flows): 

 
d(KE)

d𝑡
= �̇�(𝑢out − 𝑢in) = −�̇�𝑣∆𝑃 = −

�̇�∆𝑃

𝜌
      (2) 

 

Where we note that pressure change is negative (in the 

downstream direction) following thermodynamic sign 

conventions, and that the internal energy of the fluid leaving 

the pipe is higher than that of fluid entering the pipe, possible 

to record as an increase in temperature according to d𝑢 =

𝑐𝑣d𝑇, cf. “incompressible flow” assumption in Section 2.10. 

Below, the fluid dynamic term pressure drop is discussed, a 

positive quantity, i.e., pressure drop = −∆𝑃. 

In the following, it is important to keep track of whether 

assumptions and formulas relate to either viscous laminar 

flows, or turbulent flows. 

Before connecting a new turbulence model to a pressure 

drop, it is a good first step to demonstrate that the outlined 

1st law balance relations also apply for a viscous laminar 

flow. It is well-known from the fluid dynamics literature that 

there is an analytical connection between the Darcy friction 

factor (connected with pressure drop) and the Reynolds 

number for a fully developed laminar pipe flow of a 

Newtonian fluid. 

Let us do the exercise of: Viscous laminar flow 

assumption → determine the kinetic energy dissipation 

locally (at radial positions in the pipe) from the linear 

fundamental model correlating shear stress, viscosity, and 

velocity gradients → integrating into total kinetic energy 

dissipation (which equals viscous dissipation) → via 1st law 

compute the pressure drop → allowing for estimation of the 

friction factor. 

For a fully developed viscous laminar flow, with the 

above assumptions, we can from the Navier-Stokes 

expressions derive the pipe-downstream-direction velocity 

profile as: 

 

𝑈1 = 𝑈1(𝑟) = 𝑈max (1 −
𝑟2

𝑅2
)        (3) 

 

where 𝑅 represents the radius of the pipe interior, and radius 

𝑟 stretches from the inner centreline 𝑟 = 0 to 𝑟 = 𝑅. 

Also, the average-, or mean, flow speed for this viscous 

laminar case can be expressed as: 

 

𝑈mean = 𝑈max 2⁄          (4) 

 

From the fundamental model for viscous laminar flows, 

we have the connection 𝜏 = −𝜇
𝜕𝑈

𝜕𝑟
, where 𝜇 represents the 

dynamic viscosity of the Newtonian fluid. 

According to fluid dynamic textbooks, the viscous 

laminar case gives us that the total kinetic energy dissipation 

in the pipe equals the integration of the viscous dissipation: 

 
d(KE)

d𝑡
=∭𝜇 (

𝜕𝑈1

𝜕𝑟
)
2

𝑟d𝑟d𝜃d𝑧        (5) 

 

After a straightforward integration (using Eq. (3)) in the 

radial direction, and for all angles 0 to 2𝜋, we obtain for the 

viscous laminar flow case: 

 
d(KE)

d𝑡
= 2𝜋𝜇 ∫𝑈max

2d𝑧         (6) 

 

Using Eq. (4), and integrating over the entire pipe length 

section 𝑍, we then obtain for the viscous laminar flow case: 

 
d(KE)

d𝑡
= 8𝜋𝜇 ⋅ 𝑈mean

2 ⋅ 𝑍         (7) 

 

From Eq. (2), and the relation (valid for both viscous 

laminar- and turbulent flows): 

 

�̇� = 𝜌𝜋𝑅2𝑈mean          (8) 
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we can directly compute the pressure drop for the viscous 

laminar flow case as: 

 

Pressure drop = −∆𝑃 =
8𝜇⋅𝑈mean⋅𝑍

𝑅2
        (9) 

 

From Darcy’s formula on pressure drop, the friction 

factor 𝑓 is introduced (valid for both viscous laminar- and 

turbulent flows): 

 

Pressure drop = 𝑓 ⋅
𝜌𝑍⋅𝑈mean

2

2𝐷
      (10) 

 

Hence, inserting the pressure drop obtained for viscous 

laminar flows, Eq. (9), into Eq. (10), we can compute the 

dimensionless friction factor as: 

 

𝑓 =
64⋅𝜇

𝜌⋅𝑈mean⋅𝐷
= [𝜈 = 𝜇 𝜌⁄ ] =

64⋅𝜈

𝑈mean⋅𝐷
= [Re =

𝑈mean⋅𝐷

𝜈
] =

64

Re

  (11) 

 

where 𝜈 represents the kinematic viscosity of the 

Newtonian fluid, and Re represents the dimensionless 

Reynolds number for pipe flows. 

The friction factor, with above derivation, hence agrees 

with the friction factor as stated for viscous laminar flows in 

the fluid dynamics literature, i.e. 𝑓 = 64 Re⁄ . 

However, the traditional fluid dynamics derivation 

arriving at the same result was determined – instead of 

computing the total kinetic energy dissipation within the 

entire volume of the pipe – by computing the shear stress 

acting on solid walls. To illustrate: 

From the surface wall shear stress acting on the 

cylindrical element surface, the parallel force defined by the 

wall shear stress (units N/m2) multiplied by the area 

circumference multiplied by length of the cylinder 𝐹 =
𝜏wall ⋅ 2𝜋𝑅 ⋅ 𝑍, gives a pressure drop, which can be computed 

as −∆𝑃 = 𝐹 𝐴⁄ , where 𝐴 = 𝜋𝑅2. This gives (valid for both 

viscous laminar- and turbulent flows): 

 

−∆𝑃 = 2𝜏wall𝑍 𝑅⁄        (12) 

 

As the wall shear stress can be computed from 𝜏wall =
𝜏(𝑟 = 𝑅), we utilize the relationship for laminar flows 𝜏 =

−𝜇
𝜕𝑈

𝜕𝑟
 and compute the derivative using Eq. (3), which gives 

us: 𝜏wall = 2𝜇𝑈max 𝑅⁄ . Inserting this wall shear stress into 

Eq. (12) gives: −∆𝑃 = 4𝜇𝑍𝑈max 𝑅
2⁄  for the viscous laminar 

flow case. Comparing this latter expression for laminar flows 

with the Darcy formula (Eq. (10)), we obtain the same result 

𝑓 = 64 Re⁄  for the viscous laminar case. However, it is 

stressed that it is derived from Newton’s laws of mechanics 

(not the 1st law of thermodynamics combined with a total 

integration of the total kinetic energy dissipation). 

Hence, to compute the Darcy friction factor for turbulent 

flows Eq. (2) and Eq. (10) are used to compute the friction 

factor according to: 

 

𝑓 =
(
d(KE)

d𝑡
)

�̇�
⋅ (
𝐷

𝑍
) ⋅

1
1

2
(𝑈mean)

2
       (13) 

 

Note: Eq. (13) is valid for both viscous laminar flows as 

well as turbulent flows. 

Our computational analysis work, in the following, will 

be to test our model, compute the net kinetic energy 

dissipation by integration, and compute the Darcy friction 

factor from Eq. (13). Hence, the proposed model can be 

compared to corresponding turbulent experiments – 

tabulated for turbulent pipe flows for different flow rates, 

surface roughnesses, pipe diameters, and fluid flow 

properties. 
 

2.5 Single-Phase Turbulent Flows – Proposed Fracture 

Model and Fundamental Model 

Unless otherwise stated, an Eulerian framework is 

adopted in the following. 

The proposed web of fractures – assuming the MEP 

fracture model is active – is depicted in Fig. 6. 

 

 
Figure 6. MEP fracture zone. In this 2D cross-section of the 

flow, assume Cartesian axis nr. 1 along the wall plane (in 

direction of the flow), and Cartesian axis nr. 2 perpendicular 

to the wall plane. 

 

Assume that no velocity gradients exist between the 

fractures. The velocity of a flow parallel to a solid surface, 

𝑈1(𝑦2), at a given 𝑦2-position, is hence possible to determine 

by summation of the slip flow velocities from the solid 

surface to the 𝑦2-position, where the corresponding 

resolution parameter 𝛿 (cf. Fig. 6) is summarized from the 

solid surface to the 𝑦2-position. Thus, the experimentally 

recorded time-averaged velocities, and the stepwise discrete 

velocity variations, will closely match for a fine-enough 

resolution 𝛿. 

Considering the MEP process, the net kinetic energy 

dissipation is the highest possible if all kinetic energy 

dissipation occurs in the horizontal slips fracture zones, 

without presence of defects (and no swirls). 

In this perfect fracture structure, without swirls, 

accounting for mass conservation or momentum 

conservation is not necessary. Blocks of fluid do flow 

downstream, at constant velocity. 

In this fracture model, a first assumption is that the slip 

length 𝐿 (considered a positive quantity in this work) 

correlates approximately linearly to the slip velocity 𝑈slip 

(also considered a positive quantity in this paper): 

 

𝐿 = 𝐶𝐵𝑈slip         (14) 

 

Note: parameter 𝐿 is finite, since an infinitely large 𝐿 

suggests an infinitely large 𝑈slip, which is not possible. 

Consider the conditions at a steady-state flow of parallel-

positioned flakes, of thickness 𝛿, of length 𝐿, and width 𝐾. 

Consider a friction force acting on a slipping single flake, 

𝐹1, and assume a set of equidistant, and equally sized flakes 

of parallel flow, moving with the same relative slip flow 

𝑈slip. The friction force of a single flake can be replaced by a 

shear stress acting on the flake is 𝜏 = 𝐹1 𝐴⁄ = 𝐹1 (𝐾 ⋅ 𝐿)⁄ , 

which gives a kinetic energy dissipation rate per unit volume 

d(ke)res d𝑡⁄ = 𝜏 ⋅ 𝑈slip 𝛿⁄  locally within the flow when 

ensemble averaging, due to this residual process. 
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A second assumption is that 𝜏 ∝ 𝑈slip. From this, one may 

postulate: 𝜏 = 𝐶𝐴 ⋅ 𝜌 ⋅ 𝐶𝐵 ⋅ 𝑈slip, which gives: 

 
d(ke)res

d𝑡
= 𝐶𝐴

𝜌𝐿

𝛿
𝑈slip       (15) 

 

which represents a new fundamental model. 

From a thermodynamic point of view, the entropy 

generation for this residual process can be expressed as: 

di𝑆res,gen d𝑡⁄ = (𝐺proc − 𝐺no proc) ⋅ d𝑋 d𝑡⁄ , cf. [16]. 

The work loss rate per unit volume resulting from this 

residual process can in turn be expressed as                        

|𝛿𝑤res d𝑡⁄ | = 𝑇 ⋅ di𝑠res,gen d𝑡⁄ , where for this case 

di𝑠res,gen d𝑡⁄ = (di𝑆res,gen d𝑡⁄ ) (𝐾 ⋅ 𝐿 ⋅ 𝛿)⁄ . This work loss 

rate also equals the kinetic energy dissipation rate, i.e. 

d(ke)res d𝑡⁄ = |𝛿𝑤res d𝑡⁄ |. 
From this, the corresponding effective thermodynamic 

force for this fracture model can be expressed (in units 

J (m3K)⁄ ) as: 

 

𝐺proc − 𝐺no proc = 𝐶𝐴𝐶𝐵 ⋅ 𝜌 ⋅
𝐿

𝛿
⋅
𝑈slip

𝑇
      (16) 

 

and where the corresponding thermodynamic flow (in units 

m3 s⁄ ) is d𝑋 d𝑡⁄ = 𝑈slip ⋅ 𝐾 ⋅ 𝛿. 

A principally varying kinetic energy dissipation rate per 

unit volume (multiplied by 2𝜋𝑟∆𝑟) in an inner turbulent wall 

boundary layer is illustrated in Fig. 7. 

Notwithstanding statements made in Section 2.3 and Fig. 

5, the fracture model considers only the flake on one side of 

the slip process to act as support zone (or eddy). This 

perspective is adopted to simplify the computations, and to 

establish a well-defined 𝐿 and 𝛿, as well as 𝐾 if the 

computations are to be made in 3D. 

From a numerical point of view, a fine-enough resolution 

in 𝛿 will reduce errors occurring from this simplification. 

 

2.6 Variation in 𝐿 and 𝛿, and The Presence of Defects 

The presence of some non-symmetrical slip flows and/or 

some defects, will not automatically trigger or initiate a 

swirl. If the defects are large, or non-symmetry is 

considerable, then sometimes unbalanced forces may occur 

which results in the creation of a swirl. 

Parameters 𝐿 and 𝛿 can resolve and characterize an eddy: 

For instance, 𝐿 and 𝛿 are invariant concepts connected with 

the instantaneous velocity vector, where a macroscopic eddy 

should be considered as a summation of flakes in the web 

fracture structure both lengthwise and crosswise, having a 

coherent motion. The parameters 𝐿 and 𝛿 of a flake within a 

macroscopic eddy can be used to compute (or estimate) the 

local kinetic energy dissipation from Eq. (15). 

Also, according to this proposed theory, the smallest-

scale eddy, or the microscopic eddy, would then be 

represented by the flakes defined by the parameters 𝐿 and 𝛿. 

The MEP process acts to repair defects – maintaining the 

underlying fracture structure. 

The ensuing web fracture structure is assumed to appear 

as follows: 

1. The viscous sublayer has a constant 𝐿 = 𝐿max and a 

constant 𝛿 = 𝛿 = 𝛿min. The viscous sublayer can be 

considered to represent a saturated MEP fracture zone. 

Indeed, the constant 𝐿 and constant 𝛿 across the viscous 

sublayer, indicates a constant kinetic energy dissipation 

across this viscous sublayer. Hence, it is assumed to 

represent a maximum state. Interestingly, when the 

surface roughness is increased, this maximum state zone 

is expanded in the 𝑦2
+ direction (see below). Again, this 

experimental behaviour suggests that the viscous 

sublayer is a saturated MEP zone. 

2. The buffer layer is simply an MEP fracture zone, linking 

the transition from the viscous sublayer zone to the log-

law region. Turbulence scientists, albeit not discussing in 

terms of MEP behaviour, and not connecting their 

discussion to the present proposal, do indeed discuss the 

turbulent buffer layer as some kind of “transition” zone 

(of unclear definition) between the viscous sublayer and 

the log-law region. In the buffer layer, 𝛿 increases with 

increasing 𝑦2. Simultaneously, the 𝐿 parameter decreases 

with increasing 𝑦2. The buffer layer is a zone which has 

a lot of “turbulence production”, that is, the initiation of 

turbulent swirls, according to experiments. Indeed, if 

spreading out defects in this zone, and comparing with 

spreading out defects in the neighbouring viscous sub-

layer zone, or in the log-law region, the non-symmetry 

will be highest in the buffer layer zone. 

3. The log-law region has a fixed 𝐿 (significantly smaller 

than in the viscous sublayer) throughout this region. 

However, 𝛿 increases with 𝑦2. An important finding is 

that it can be mathematically shown that the log-law 

region, assuming the MEP fracture model, if applied all 

the way towards to the solid wall 𝑦2 = 0, would 

correspond to integrating a kinetic energy dissipation 

expression corresponding to 1 𝑦2⁄  multiplied by a 

proportionality constant, which in turn if integrated all 

the way towards 𝑦2 = 0 would tend to infinity. Since this 

is impossible, there is a position at a certain distance from 

the wall when the log-law region ceases to exist – which 

happens to be the position where the buffer layer ends, 

and the log-law region begins. 

 

 

Figure 7. Variation of (
𝐿

𝐿max
) (
𝜕𝑈1

𝜕𝑦2
) 2𝜋𝑟∆𝑟 vs. 𝑦2

+ for the 

first case listed in Table 1 in [17] – cf. Eq. (18) – where the 

resolution ∆𝑟 is 1 wall unit. Note the saturated (constant) 

kinetic energy dissipation in the viscous sublayer. 

 

In the outer layer, the web fracture structure breaks up 

almost immediately, and the presence of large swirly 

behaviour is present. The outer layer makes up 

approximately 80% of the entire thickness of the turbulent 

wall boundary layer, while the inner layers (viscous, buffer, 

and log-law) make up maybe around 20% of the total 

boundary layer thickness. 
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2.7 Accounting for The Surface Roughness 

To evaluate the proposed model, the following two main 

considerations need to be addressed: 

1. What can be said on the turbulent flow velocity profile 

variation with surface roughness? Traditional turbulence 

literature does not consider anything of importance to happen 

within the viscous sublayer zone. However, the implications 

in this paper (e.g. Fig. 7) as well as computations in [17], are 

that a considerable – if not the major – part of the net kinetic 

energy dissipation occurs within the viscous sublayer zone. 

In experiments, the wall surface roughness does seem to 

have an impact. It increases the intercept value 𝐶 of the log-

law relation with increasing roughness. Also, some different 

sources suggest an 𝑦2
+ thickness somewhere between 5 to 8 

for the viscous sublayer. It is here proposed that an improved 

dimensionless correlation can be outlined between the non-

dimensional flow 𝑈1
++ and the non-dimensional position 

𝑦2
++ in accordance with Fig. 8, for the smoothest as well as 

for the roughest wall surface roughness. Any intermediate 

surface roughness can use Fig. 8 to compute interpolated 

variations of 𝑈1
++vs. 𝑦2

++. 

Note that the proposed variations in 𝑈1
++ vs. 𝑦2

++ in Fig. 

8 are by no means necessarily accurate, as there is little 

experimental data available today to back up the proposed 

variations. The maximum 𝐶++ in Fig. 8 could possibly be 

even higher, as well as the upper limit 𝑦2
++ = 8 thickness of 

the viscous sublayer thickness. Hopefully, future 

experimental studies can be made addressing this problem. 

 

 
Figure 8. The non-dimensional velocity 𝑈1

++ varies with 

𝑦2
++. In this figure is depicted the smoothest condition in 

accordance with 𝑈1
++ = 𝑈1

+ and 𝑦2
++ = 𝑦2

+ as depicted, 

or the viscous sublayer varies between 𝑦2
++ = 0 and 𝑦2

++ = 

5, the buffer layer between 𝑦2
++ = 5 and 𝑦2

++= 30. The log-

law region is assumed valid for 𝑦2
++= 30 to 𝑦2

++= 300. The 

intercept in the log-law will then be around 𝐶++= 5.0. For 

the roughest case, it is assumed that the viscous sublayer 

varies between 𝑦2
++= 0 and 𝑦2

++= 8, the buffer layer 

between 𝑦2
++= 8 and 𝑦2

++= 48, and the log-law region 

between 𝑦2
++= 48 and 𝑦2

++= 300. The intercept in the log-

law will then be around 𝐶++= 7.0. Any surface roughness 

between these two extreme states, the 𝑈1
++ variation with 

𝑦2
++, as well as 𝐶++, is obtained from a linear interpolation 

between these two extreme states. 

 

2. What can be said on the fracture model variations of 𝐿 

and 𝛿 vs. 𝑦2 – for different wall surface roughnesses? 

Well, this question can be simplified in two steps: 

First, it may be noted that if 𝑈mean(𝑦2
+) and 𝐿 are known, 

and the connection between 𝑈slip and 𝐿 is defined, cf. Eq. 

(14), then 𝛿 can be calculated. Hence, the following 

discussion need to only concern the variation of 𝐿 vs. 𝑦2 – 

for different wall surface roughnesses. 

Second, since 𝐿max may vary with surface roughness and 

the relevant flow conditions, it appears beneficial to work 

with a normalised 𝐿 = 𝐿(𝑦2): 
 

 𝐿(𝑦2) = 𝐿𝑚𝑎𝑥 × (
𝐿

𝐿𝑚𝑎𝑥
) (𝑦2)      (17) 

 

The implication that 𝛿 varies depending on the selection 

of 𝐿, suggests that the variation of 𝐿 throughout a turbulent 

boundary layer can be modelled according to Fig. 9 for the 

smoothest- and roughest wall, respectively, where 𝐿 = 𝐿max 
at the solid wall. 

 

 
Figure 9. It is assumed that 𝐿 = 𝐿max throughout the viscous 

sublayer, and 𝐿 = 𝐿max 6⁄  throughout the log-law region. 

For the smoothest surface, 𝑦2
++ will range between 0 and 5 

in the viscous sublayer, and between 30 and 300 in the log-

law region. For the roughest surface, 𝑦2
++ will range 

between 0 and 8 in the viscous sublayer, and between 48 and 

300 in the log-law region. In the buffer layer, it can be 

assumed that 𝐿 = 5𝐿max 𝑦2
++⁄  for the smoothest surface, 

and 𝐿 = 8𝐿max 𝑦2
++⁄  for the roughest surface. In the outer 

zone, in turn, it can be assumed that 𝐿 = 300𝐿max 6𝑦2
++⁄ . 

 

2.8 Computations of Total Kinetic Energy Dissipation in 

Turbulent Pipe Flows 

For a 1-meter pipe length (𝑍 = 1 m), we connect directly 

the total kinetic energy dissipation to the volume integral of 

the local kinetic dissipation rate per unit volume, caused by 

the residual processes, according to: 

 
d(KE)

d𝑡
= 𝑍 ∫

d(ke)res

d𝑡
2𝜋𝑟d𝑟 = 1 ⋅ ∫ 𝐶𝐴

𝜌𝐿

𝛿
𝑈slip2𝜋𝑟d𝑟 ≈

∫𝐶𝐴𝜌𝐿 (
𝜕𝑈1

𝜕𝑦2
) 2𝜋𝑟d𝑟 = 𝜌𝐶𝐴𝐿max ∫ (

𝐿

𝐿max
) (
𝜕𝑈1

𝜕𝑦2
) 2𝜋𝑟d𝑟   (18) 

 

where we immediately realize that (
𝜕𝑈1

𝜕𝑦2
) (𝑦2) and 𝐿(𝑦2) are 

known functions, cf. Figs 8-9. 

When deriving Eq. (18), we utilize the approximation 
𝑈slip

𝛿
≈
𝜕𝑈1

𝜕𝑦2
. This approximation is rather accurate, because 

where flow gradients are high, the fracture model requires a 

fine resolution of 𝛿. 

Furthermore, it is possible to replace 𝐿 in Eq. (18) with 

the normalized 𝐿 in Eq. (17), which allows the grouping of 

the terms 𝐿max, together with 𝐶𝐴 and 𝜌, outside the integral. 

From the above assumption, we can proceed computing 

the total kinetic energy dissipation, without information on 

the resolution, or 𝐶𝐵. 

As regards the variation of kinetic energy dissipation per 

unit volume, in the different zones, or the net kinetic energy 
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dissipation associated with the fracture flakes, the following 

findings are important to note: 

First finding: In the log-law region, we obtain: 

 
𝐿

𝐶𝐵𝛿
=
𝑈slip

𝛿
≈
𝜕𝑈1

𝜕𝑦2
=
1

𝜅
⋅
𝑈∗

𝑦2
       (19) 

 

where the only varying parameter on the left-hand side of Eq. 

(19) is 𝛿, and the only parameter varying on the right-hand 

side is 𝑦2 (the distance from the wall). Hence, if we would 

apply Eq. (19) in Eq. (18), and integrate all the way to the 

wall, the total kinetic energy dissipation would become 

infinite – which is not possible. 

Second finding: It appears that for zones where 𝐿 = 

constant, the net kinetic energy dissipation in the fracture 

flakes is equally large. That is, in the viscous sublayer zone 

and log-law region, the net kinetic energy dissipation in 

the flakes is equal to the net kinetic energy dissipation of 

their neighbouring flakes in the 𝒚𝟐-direction. In particular 

for the log-law region – where the kinetic energy dissipation 

rate per unit volume does decrease with increasing distance 

from the wall – the increasing flake size in the 𝑦2-direction 

compensates for the decreasing kinetic energy dissipation 

rate per unit volume. This, in a way amounting to the product 

of flake volume and dissipation rate per unit volume, i.e. net 

kinetic energy dissipation rate, turns out equal in the 𝑦2-
direction. 

 

2.9 Triggering of Turbulence 

The fluid dynamics literature discusses the transition 

from viscous laminar flow to turbulent flow, cf. e.g. [2]. 

Influencing parameters are typically the Reynolds number, 

as well as the wall surface roughness (for boundary layer 

flow). 

Other types of disturbances may also influence the onset 

of turbulence, such as a trip wire2 positioned near the wall 

surface (positioned at or near the leading edge), or a sound 

wave. Normally, for a specific wall surface roughness, the 

transition to onset a turbulent wall boundary layer occurs at 

a specific Reynolds number. In case any artificially 

introduced disturbance such as a trip wire or an external 

sound wave is applied, the transition will occur at lower 

Reynolds numbers. 

Observations have been made on turbulent spots [2] 

occurring near the solid wall just prior to the onset of the 

turbulent wall boundary layer. Some references argue that 

the concentration of these turbulent spots grow, and that 

when the concentration is large enough (effectively along the 

circumference of the inner pipe wall at a specific 

downstream position), the turbulent wall boundary layer 

triggers. 

To analyse such transition theoretically, the principles of 

“linear stability analysis” – cf. [2] p. 673 – can be applied, 

where small disturbances are tested in linearized governing 

equations and boundary conditions. For a student of fluid 

dynamics, sometimes the concepts of discrete slip flow 

examples are encountered. For instance, for the “ideal slip 

flow” scenario (without any viscous processes occurring), it 

can be shown that disturbances of any wavelength (cf. [2] p. 

679) may – under certain conditions – be amplified 

downstream. [This observation was utilized in the analysis 

of the erosion ripple process, where a connection between 

                                                 
2 The use of trip wires is sometimes valuable in experimental 

scaling work. 

the erosion ripple wavelength and the slip-roll mechanism 

was proposed in [16].] 

Equation (15) indicates that most of the net kinetic energy 

dissipation occurs within the viscous sublayer. This implies 

that a trip wire, sound wave or wall surface roughness 

directly influencing the viscous sublayer may have a 

significant influence on the onset of the turbulence process. 

As is the case for the turbulence phenomenon, including 

the transition, the literature admits that the processes of 

transition from a laminar boundary-layer flow into a 

turbulent boundary layer flow is not fully understood. 

However, to study the transition with the propositions 

made in this work – instead of analysing amplification of 

disturbances in linearized sets of equations – what if the 

transition would instead connect with a real process 

transition? Consider the transition of one active physical 

process (e.g. an irreversible process which is governed by the 

fundamental law for Newtonian fluids) resulting in laminar 

flow behaviour, to flip into another active physical process 

(e.g. an irreversible process which is governed by the here-

proposed new fundamental model) which results in 

turbulence. 

What would be suitable requirements for this process 

transition to occur? 

Consider the following: 

1. Apparently, it is required to occur at a specific 

geometrical position. (According to the residual 

thermodynamics dynamics framework, the geometry where 

transition/flipping may occur is typically rather limited, i.e., 

the entire flow region will not instantaneously flip from a 

laminar flow process into a turbulent flow process.) 

2. Probably the same (essentially) local kinetic energy 

dissipation for both processes would exist at this specific 

geometrical position. (Kinetic energy dissipation are key to 

the laminar flow relations, expressed as a viscous 

dissipation, while the kinetic energy dissipation is directly 

expressed in the here-proposed fundamental model for the 

slip-flow process, Eq. (15).) 

3. The same essential flow conditions should also occur 

at this specific geometrical position, i.e., the same flow 

gradients should pertain. 

4. The process transition must occur in the vicinity of a 

solid wall, partly because when the velocity gradually 

increases, the viscous dissipation of the laminar flow 

increases until transition occurs, but also partly because the 

kinetic energy dissipation is the highest near the solid wall 

for the laminar flow, i.e., the viscous laminar flow gradients 

are the highest in the vicinity of the solid wall. 

From these conditions it is proposed that a turbulence 

transition analysis may be performed as follows: 

First, the viscous laminar kinetic energy dissipation at the 

transition position can be expressed as: 

 
d(ke)

d𝑡
=
d(ke)viscous

d𝑡
= 𝜇 (

𝜕𝑈1

𝜕𝑦2
)
2

       (20) 

 

At the same transition position, the proposed new 

fundamental relation gives the kinetic energy dissipation as: 

  
d(ke)res

d𝑡
= 𝐶𝐴

𝜌𝐿

𝛿
𝑈slip ≈ 𝐶𝐴𝜌𝐿max

𝜕𝑈1

𝜕𝑦2
      (21) 
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Equating these two expressions yields the following 

equation: 

 

𝜇 (
𝜕𝑈1

𝜕𝑦2
)
2

− 𝐶𝐴𝜌𝐿max (
𝜕𝑈1

𝜕𝑦2
) = 0      (22) 

 

which gives the trivial solution 
𝜕𝑈1

𝜕𝑦2
= 0, or 

𝜕𝑈1

𝜕𝑦2
=
𝐶𝐴𝜌𝐿max

𝜇
. 

For a pipe laminar flow, the velocity gradient 
𝜕𝑈1

𝜕𝑦2
=

−
𝜕𝑈1

𝜕𝑟
 at the wall can be determined from Eq. (3). This gives 

the following nominal expression for the transition: 

 
8𝑈mean

2

𝐶𝐴𝐿max
=
𝜌𝑈mean𝐷

𝜇
= Re     (23a) 

 

For a pipe turbulent flow, the velocity gradient 
𝜕𝑈1

𝜕𝑦2
 at the 

wall has an alternative formulation (in the viscous sublayer 

zone), cf. [17], which is: 
𝜕𝑈1

𝜕𝑦2
=
(𝑈∗)2

𝜈
. This gives, applying 

Eq. (10) and Eq. (12) the following alternative nominal 

formulation: 

 
8𝐶𝐴𝐿max

𝑈mean
2 = 𝑓      (23b) 

 

Hence, Eq. (23a) presents a direct connection between 

the proposed new model and the Reynolds number at the 

turbulence onset transition point. Alternatively, Eq. (23b) 

presents a direct connection between 𝐶𝐴𝐿max and the Darcy 

friction factor 𝑓 at the transition point. 

Regarding these two expressions, Eqs (23a)-(23b), please 

note that the surface roughness and flow conditions influence 

the parameter 𝐶𝐴𝐿max. 

In [17], for a series of pipe cases, the proposed theory will 

be used to compute 𝐶𝐴𝐿max. 

 

2.10 Comments on The Incompressible Flow 

Assumption, and Prospects on a 2nd-law Balance 

While the tools of residual thermodynamics and the 2nd 

law were pivotal in deriving a proposed new slip-flow 

process model and in identifying the proposed MEP 

processes, what else can be said on the application of the 2nd 

law on the present analysis? 

Connecting with the developments of fluid dynamics, the 

assumption that the flow is incompressible (i.e., the flow has 

constant density, viscosity, specific heat capacity and 

thermal conductivity) is made to simplify the derivations, 

and effectively separates the mechanical and thermal aspects 

of the flow (see [2], page 157). 

According to [2], page 237, “The layman is usually 

surprised to learn that the pattern of the flow of air can be 

similar to that of water. From a thermodynamic standpoint, 

gases and liquids have quite different characteristics. As we 

know, liquids are often modelled as incompressible fluids. 

However, “incompressible fluid” is a thermodynamical term, 

whereas “incompressible flow” is a fluid-mechanical term. 

We can have an incompressible flow of a compressible 

fluid.” Panton states that the main criterion for 

incompressible flow is that the Mach number be low (𝑀 →
0). In addition, other criteria need to be fulfilled, cf. [2]. 

(Relating to this, all computations in [17] are performed for 

𝑀 < 1 3⁄ .) 

While a general CFD flow solver analysis is based on the 

governing equations of fluid dynamics, continuity equation 

(conservation of mass), momentum equation (Newtons 

second law) and energy equation (conservation of energy), it 

was early in the present derivation stated that computations 

accounting for conservation of mass or momentum were not 

required for the analysis the time-averaged steady state 

turbulent flows in horizontal pipes. The focus was on the 1st 

law balance, and is the balance analysed in [17] for 

determination of model constants and evaluation of this 

approach. 

How about a 2nd-law balance consideration? 

The incompressible flow assumption appears to remove 

the need to consider a 2nd-law balance analysis in a regular 

CFD flow solver. It appears also to be the case here. In 

simple terms, the incompressible flow assumption makes a 

2nd law net balance not meaningful to apply due to a lack of 

experimental data – a lack of data which anyway is not 

particularly important: 

Consider, for instance, the following derived 2nd-law 

balance, reformulated as an expression of net entropy 

generation of water for a steady-state flow through a pipe: 

 
di𝑆gen

d𝑡
= ∑ �̇�(𝑠out − 𝑠in) = �̇�𝑐 ⋅ ln (

𝑇out

𝑇in

),      (24) 

 

where 𝑐 = 𝑐𝑣 = 𝑐𝑝. 

The derivation assumes an adiabatic process, but 

generally, no experimental efforts have been made by fluid 

dynamists to arrange for an adiabatic process in the reference 

experiments. In addition, there appears to be no experimental 

data available on temperature increase of the water for 

reference pipe flows, to the author’s knowledge (unless heat 

transfer is being analysed – a totally different field of 

science). This above expression assumes good mixing 

(which is the case for turbulent flows), i.e., the same 

temperature across a pipe section inlet and outlet. It is 

immediately clear that it is not meaningful to apply a 2nd-law 

balance of the pipe flow, as there is no recorded experimental 

temperature data available to connect with. 

A corresponding 2nd-law net balance for dry air (assumed 

to be an ideal gas) gives the following expression for the 

entropy generation of a steady-state flow through a pipe: 

 
di𝑆gen

d𝑡
= ∑ �̇�(𝑠out − 𝑠in

) = �̇� [∫ 𝑐𝑝
𝑑𝑇

𝑇

𝑇out

𝑇in
− Rspecific ⋅ ln (

𝑃out

𝑃in
)]. 

(25) 

Again, although experimental data is available on the 

pressure drop from reference experiments, there is no 

experimental data available on the temperature increase. 

Hence, again, it appears not meaningful to try to apply a 2nd-

law balance analysis. 

 

3. Discussion and Conclusions 

The framework in [16], together with basic ideas of the 

Coulomb friction law, is utilized to derive a non-linear 

mechanism, associating slip flow with a kinetic energy 

dissipation rate. This serves as a new fundamental model, in 

a setting where the entire flow field is represented by a web 

of fractures. In accordance with [16], as this mechanism can 

be categorized as a residual irreversible thermodynamic 

process, the model coefficients in this new fundamental 

model do not represent any true material properties of the 

fluid. 

It appears that the different zones (viscous sublayer, 

buffer layer and log-law regions) originating in the inner 

turbulent wall boundary layer does so, based on the action of 
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an overall MEP process occurring. Also, it appears that a 

downstream leakage3 of slips appears to occur which appear 

to slightly increase the net kinetic energy dissipation rate 

downstream – implicating an overall slowly-evolving 

transient behaviour of turbulence, cf. [17]. 

The results indicate the highest net kinetic energy 

dissipation rates occurs in the viscous sublayer4, followed by 

the buffer layer. The net kinetic energy dissipation appears 

to be somewhat limited in the log-law region, but still large 

enough to maintain an ongoing MEP process. 

In addition, the present investigation proposes two 

alternative equations, where each of them indicates the 

transition condition from viscous laminar flows to the onset 

(or offset) of the slip flow fundamental model. 

The large-scale eddies and swirls are solely distractors 

from the main processes occurring, having – as shown in [17] 

– little influence on the net kinetic energy dissipation rates. 

On the matter of cascade theory, is there any equivalent 

such theory possible to apply for the present proposed 

theory? Perhaps not: While certainly kinetic energy can be 

estimated for a large-scale eddy, the matter of kinetic energy 

dissipation is more complex: While a small flake in the 

viscous sublayer, which is not associated with any turbulent 

behaviour or turbulent eddy, can have a much higher kinetic 

energy dissipation rate per unit volume as compared to a 

comparatively much larger flake (with large 𝛿) within a 

large-scale turbulent eddy, it appears questionable to discuss 

kinetic energy dissipation of visible fluid structures, when 

these have a small contribution to the overall kinetic energy 

dissipation. 

Finally, with the here-proposed onset of a slip-flow- and 

MEP process, the concept of turbulence can be physically 

and strictly well-defined. 
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Nomenclature 

𝐴  area (m2) 
𝑐  speed of sound in fluid (m s−1) 
𝐶+, 𝐶++ log-law intercept on 𝑈+- or 𝑈++-axis, 

respectively (-) 

𝐶𝐴  model constant (m s−2) 
𝐶𝐵  model constant (s) 
𝑐𝑝 specific heat at constant pressure 

(J kg−1 K−1) 

                                                 
3 The net effect of the active MEP process is to slightly 

increase the net kinetic energy dissipation downstream. The 

means at disposal for this is a complex re-arrangement of 

flakes (with respect to 𝐿 and 𝛿), mending “defect” slip layers, 

and likely extending slip lengths, possibly in combination 

with break-ups of slip layers, or by changing the number of 

slip layers. Hence the wording “leakage of slips”. 
4 As the proposed theory suggests a stronger concentration 

of kinetic energy dissipation is shifted towards the wall – 

compared to the assumptions of traditional turbulence theory 

𝑐𝑣 specific heat at constant volume 

(J kg−1 K−1) 
𝐷  diameter of pipe interior (m) 

𝐾 flake width (in 𝑦3-direction in Fig. 6) (m) 
d(KE)

d𝑡
 total kinetic energy dissipation rate (W) 

d(ke)viscous

d𝑡
 viscous dissipation rate per unit volume 

(W m−3) 
d(ke)

d𝑡
 kinetic energy dissipation rate per unit 

volume (W m−3) 
𝐸  energy (J) 
𝐹  force (N) 

𝑓  Darcy friction factor (-) 

𝐺  thermodynamic force (intensive unit) 
ℎ  specific enthalpy (J kg−1) 
𝐿 slip length of flake (in 𝑦1-direction in Fig. 

6) (m) 

𝑀 Mach number, e.g. 𝑀 = 𝑈mean 𝑐⁄  (-) 

𝑚  mass (kg) 
�̇�  mass flow rate (kg s−1) 
𝑃  static pressure (N m−2) 
𝑄  heat (J) 
Rspecific  specific gas constant (J kg−1 K−1) 

𝑅  radius of pipe interior (m) 

𝑟  radial distance from centerline (m) 

Re  Reynolds number (-) 

𝑆  entropy (J K−1) 
𝑠  specific entropy (J kg−1 K−1) 
𝑇  absolute temperature (K) 

𝑡  time (s) 
𝑈  Velocity (m s−1) 
𝐔  velocity vector (m s−1) 
𝑈𝑖  Cartesian component 𝑖 of velocity 

vector (m s−1) 
𝑈∗  Friction velocity, cf. [17] (m s−1) 
𝑈max  Maximum velocity (m s−1) 
𝑈mean  Mean (average) velocity (m s−1) 
𝑈slip  slip velocity (m s−1) 

𝑢  specific internal energy (J kg−1) 
𝑉  volume of flake fracture (m3) 
𝑣 = 𝜌−1  specific volume (m3 kg−1) 
𝑊  work (J) 
|𝛿𝑤res d𝑡⁄ | work loss rate due to residual process  

(W m−3) 
𝑋  thermodynamic flow (extensive unit) 
𝑦1, 𝑦2, 𝑦3 Cartesian co-ordinates (m) 

𝑍  pipe axis length of section (m) 

𝑧  length position in pipe axis direction (m) 
 

Greek letters 

𝜃  angle (between 0 and 2) (-) 

– it would be prudent to consider whether a high kinetic 

energy dissipation within the viscous sublayer, would result 

in increased local temperatures and adjusted local fluid 

properties? If so, what would be the effects? A ballpark 

estimation by the author for different fluids at 𝑀 < 1 3⁄  

indicates that the primary behaviour would not be effected in 

a way which would directly overturn the proposed new 

theory, however there might be secondary phenomena that 

may result from the locally high kinetic energy dissipation. 
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𝛿 gap width between slip layers, also 

referred to as thickness of flake fracture, 

or resolution parameter (m) 

𝜅  von Kármán constant, cf. [17] (-) 

𝜇 dynamic viscosity of Newtonian fluid 

(kg m−1 s−1) 
𝜈 kinematic viscosity of the Newtonian 

fluid (m2 s−1) 
𝜌  density (kg m

-3) 

 

𝜏  shear stress (N m−2) 
𝜏̿  Cartesian shear stress tensor (N m−2) 
𝜏𝑖𝑗  components 𝑖, 𝑗 of tensor 𝜏̿ (N m−2) 
 

Subscripts 

gen  generation 

max  maximum 

min  minimum 

no proc  excluding specific sub-process of interest 

proc  including specific sub-process of interest 

res  for residual process 

wall  wall position 
 

Special notations 

∆(⋅)  difference 

d(⋅) differential [e.g. diSres represents the 

differential entropy change due to residual 

process (J K−1)] 
𝛿(⋅) inexact differential 

(⋅)̅̅̅̅  time average, used in Reynolds 

decomposition 𝐔 = �̅� + 𝐔′ 
(⋅)′ fluctuating component, used in Reynolds 

decomposition 𝐔 = �̅� + 𝐔′ 

(⋅)̇  rate (s−1) 
d

d𝑡
, 
δ

d𝑡
 time derivative (s−1) 

(⋅)+ dimensionless scaling (traditional). 
(⋅)++ dimensionless scaling – depending on the 

wall surface roughness. 
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