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Abstract  
 

Single-phase turbulent pipe flows are analysed utilizing a new theory presented in a parallel paper. Arguably this new 

theory implies improvements in matching modelling results with experimental observations: To illustrate, unique for 

these computations is that a 1st law balance agreement between simulations and corresponding experiments is 

achieved, while resolving the time-averaged fluid flow velocity (including the various inner turbulent zones) and 

accounting for the wall surface roughness. Testing this new approach, the computations of 20 cases of turbulent pipe 

flow arrives at a remarkably high amount of kinetic energy dissipation occurring at near-wall positions, where some 

54-83% of the net kinetic energy dissipation occurs within the viscous sublayer-, and 17-39% within the buffer layer. 

Although turbulence incorporates time-varying phenomena, e.g. swirls, large eddies, and breakup of the latter, it is 

argued that simulating these would have practically no effect on the net kinetic energy dissipation – and the associated 

wall shear stress – for the present pipe flow cases. Another illustration of the improvements relate to transition 

computations: While a proposed nominal transition model arrives at fair values of transition Reynolds numbers, some 

improvements on this transition analysis can be made, e.g. allowing for the modelling of the turbulence onset/offset 

hysteresis behaviour. For scientists who wish to model time-varying phenomena, e.g. for the study of mixing, 

boundary layer thickness, or wall-pressure fluctuations, there should be possibilities to implement this new theory in 

computational flow solvers. 
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1. Introduction 

The knowledge of turbulence, as well as the transition 

into turbulence – in the relevant scientific literature – is 

stated to not be completely understood [1], [2], [3], [4]. 

The use of Navier-Stokes relations for the solving of 

viscous laminar flows works excellently, when applied to 

Newtonian fluids [5]. The default assumption within the 

sciences of turbulent flows is that the same set of relations 

valid for laminar flows is also valid for turbulent flows [1], 

[2]. 

In a parallel paper, a different perspective and approach 

to the problem of turbulent flows is presented: In short, the 

slip flow process is considered as a possible mechanism 

active in turbulent flows at discrete locations. By assuming 

a local generation of kinetic energy dissipation where slips 

occur, a candidate alternative fundamental model can be 

derived for turbulent flows [6]. 

A Maximum Entropy Production (MEP) process is 

assumed active, which generates- as well as influences the 

entire behaviour of a web of slips in a slowly evolving 

transient manner. For instance, the MEP process may result 

in a downstream “leakage” of slips [6]. 

Within a nominally “perfect” web fracture structure, 

“defect” zones can be assumed. These defect zones may 

downstream be “mended” from leaked slips (from an 

upstream position) – a process which may influence the 

overall apparent turbulent behaviour [6]. 

By assuming a connection between slip length 𝐿 and slip 

flow velocity 𝑈slip, as well as a spread-out of slips controlled 

by the slip resolution 𝛿, it is possible to build a web of slips, 

in a way which approximately reproduces the experimentally 

known flow velocity profile of a pipe flow cross-section. 

The specific selection of slip length and slip resolution is 

in these introductory computations not critical (perhaps these 

can be estimated at a later stage): This partly because a 

selection of a numerical value representing 𝐿 automatically 

requires a specific numerical value representing 𝛿 for the 

correct time-averaged flow velocity profile to be met. Also, 

in case 𝐿 is reduced by a factor of 50%, then 𝛿 is also reduced 

with a factor of 50%. The net effect is that since 𝑈slip is 

reduced by 50% but occurs at two separated parallel 

positions instead of a single position, the net fluid flow 

representation will be approximately the same. However, the 

apparent kinetic energy dissipation rate per unit volume, 

assuming 𝐶𝐴 would be independent of 𝐿, will reduce by 50%. 

But the latter is not the case: if the slip length 𝐿 is reduced 

by 50%, then 𝐶𝐴 is doubled, in order for the kinetic energy 

dissipation per unit volume in the split 𝐿 and split 𝛿 situation 

to be the same as in the original 𝐿 and original 𝛿 flake. 

Hence, when discussing the fracture model, it is 

important to hold this in terms of a fully resolved turbulent 

boundary layer (in terms of 𝐿 and 𝛿), i.e. the viscous sub-

layer, buffer layer, log-law region, and outer region, as well 

as the flow outside the turbulent wall boundary layer, must 

all be fully resolved zones in order to allow for a correct 
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computation. Furthermore, the model coefficients 𝐶𝐴 derived 

for a specific 𝐿max should be represented in the form of the 

product 𝐶𝐴𝐿max, where 𝐿max is the assumed slip flow length 

within the viscous sublayer region, and 𝐶𝐴 is the model 

coefficient for this selection of 𝐿max. In sum, regardless of 

the resolution of 𝐿 and 𝛿, the product 𝐶𝐴𝐿max will be 

numerically the same. 

In order to obtain a correct time-averaged flow velocity 

profile, to be applied within the fracture structure, the 

traditional definition of a turbulent wall boundary layer is 

assumed, cf. Section 2. Also a preliminary accounting of the 

influence of wall surface roughness on the time-averaged 

flow profile is included in the analysis, cf. [6]. 

Section 2 presents a summary background on the scaling 

parameters used in the scientific field of single-phase 

turbulence to describe the turbulent wall boundary layer. 

Also, an engineering example computation on turbulent 

air flow in a pipe section is presented, illustrating how 

different parameters can be computed, using a traditional 

engineering approach. 

The same pipe geometry employed in this example is 

used also in Section 3, when testing the proposed model at 

different mean flow velocities and wall surface roughnesses. 

Beyond a discussion on initial results, the discussion also 

focuses on incorporating process thresholds and what type of 

errors and deviations can be expected from model-fitting a 

perfect web fracture structure to the experimental behaviour, 

when a model representation of a corresponding defect web 

fracture structure is not at hand. 

Finally, the implications and consequences of a defect 

fracture structure is investigated in Section 4, where it is 

suggested that swirls may sometimes develop, followed by 

expansion, contraction or splitting. 

 

2. Turbulent Boundary Layer 

2.1 Traditional Definition 

The extant literature assumes the following: 

 

 
Figure 1. Typical time-averaged velocity distribution in a 

turbulent flow near a wall, according to [5]. (Not according 

to scale.) [Note: separate sources may have different 

definitions of the inner layer and outer layer, where 

sometimes the log-law region is included in both of these, 

and where the specific log-law region serves as an “overlap 

region”.] 

 

Assume 𝜏wall represents the wall shear stress, 𝑈outer,max 

the velocity at the edge of the outer layer, and 𝛾outer,max 

represents and boundary layer thickness (defined by the 𝑦2 

position at the edge of the outer layer). 

According to [5], it can be assumed that for the inner 

layer, the velocity 𝑈1 is independent of the shear layer 

thickness (Prandtl proposition in 1930), i.e. 𝑈1 =
𝑏(𝜇, 𝜏wall, 𝜌, 𝑦2 ), where 𝜇 is the dynamic viscosity and 𝜌 is 

the density of the fluid. By dimensional analysis, this can be 

rephrased into the equivalent expression 𝑈1
+ = 𝐵(𝑦2

+ ), 

which is referred to as the “law of the wall”, where 𝑈1
+ =

𝑈1 𝑈∗⁄  and 𝑈∗ = (𝜏wall 𝜌⁄ )1 2⁄ . Also, 𝑦2
+ = 𝑦2𝑈∗ 𝜈⁄ , where 

𝜈 is the kinematic viscosity. The measure 𝑈∗ is referred to as 

the “friction velocity” (as it is computed in the same units as 

velocity), although it does not represent any real flow 

velocity. 

According to [5], it can be assumed that the velocity 𝑈1 

in the outer layer is independent of molecular viscosity but 

that its deviation from 𝑈outer,max depends on the turbulent 

flow layer thickness 𝛾outer,max (Kármán 1933), i.e. 

𝑈outer,max − 𝑈1 = 𝑜(𝛾outer,max , 𝜏wall, 𝜌, 𝑦2) in the outer layer. 

By dimensional analysis, this can be rephrased into the 

equivalent expression (𝑈outer,max − 𝑈1) 𝑈∗⁄ =

𝑂(𝑦2 𝛾outer,max⁄ ) in the outer layer, which is referred to as the 

“velocity-defect law” for the outer layer, where 𝑈∗ 

represents the same friction velocity as for the inner layer. 

According to [5], both the law of the wall, as well as the 

velocity-defect law, are found to be accurate for a wide 

variety of experimental situations in turbulent duct and 

turbulent boundary layer flows. 

Furthermore, according to [5] these laws must overlap 

smoothly in the intermediary zone, which can only be the 

case if the velocity in the intermediary zone varies according 

to 𝑈1
+ = 𝐶+ +

1

𝜅
ln 𝑦2

+ (demonstrated by Millikan in 1937), 

hence reference of this zone as the low-law region. Here, the 

dimensionless constants 𝜅 ≈ 0.41 and 𝐶+ ≈ 5.0. 

 

 
Figure 2. Time-averaged flow velocity in downstream wall 

direction, vs. distance from wall, across a turbulent wall 

boundary layer. White states that “Believe it or not, this 

figure, which is nothing more than a shrewd correlation of 

velocity profiles, is the basis for all existing “theory” of 

turbulent-shear flows.” [5] 

 

The following 4 zones are present inside the turbulent 

wall boundary layer: 

Zone 1: The “viscous sublayer” – from the wall to 

approximately 𝑦2
+ ≈ 8. 

Zone 2: The “buffer layer” – from approximately 𝑦2
+ ≈

8 to 𝑦2
+ ≈ 30. 

Zone 3: The “log-law region” – from approximately 

𝑦2
+ ≈ 30 to 𝑦2

+ ≈ 300 − 1000. 

Zone 4: The outer region – typically represents 80% of 

total thickness of turbulent wall layer. 

An exterior zone, identified as the flow outside the 

turbulent wall boundary layer, can be attributed to as a fifth 

zone: 

Zone 5: outside the outer layer, i.e. outside the turbulent 

wall boundary layer. 

 

 



 
Int. J. of Thermodynamics (IJoT)   Vol. 25 (No. 2) / 066 

Table 1: Computations. The net integrated kinetic energy dissipation across a 1 m pipe, across the radius, using Eq. (18) in 

[6], for below flow cases, arrives at a number multiplied by 𝐶𝐴𝐿max. This number is compared to the corresponding experiments 

computed using Eq. (13) in [6]. The 𝐶𝐴𝐿max coefficient is determined resulting in the net kinetic energy dissipation of the 

computations matching the corresponding experiments. Time-averaged mass flow rates in full agreement. Time-averaged 

velocity profile is in full agreement. 

 
 

2.2 Example (Traditional Engineering Approach) 

The discussion centres around Example 6.3 in [5]: Air at 

20 C flows through a 14-cm-diameter tube under “fully 

developed” conditions. The centreline time-averaged 

velocity is 𝑈max = 5 m/s. The following computation 

demonstrates how Fig. 2 can be used to compute (a) the 

friction velocity 𝑈∗, (b) the wall shear stress 𝜏wall, and (c) 

the average velocity 𝑈mean. 

In order to compute (a), White [5] argues that the log-law 

relation can be assumed accurate to the centre of the tube, i.e. 

at the centre: 𝑈1 = 𝑈max, 𝑦2 = 𝑅 and the log-law relation can 

be expressed as: 
𝑈max

𝑈∗ = 5.0 +
1

0.41
ln

𝑅𝑈∗

𝜈
. Since 𝑈max = 5 m/s 

and 𝑅 = 0.07 m, the friction velocity 𝑈∗ is the only unknown 

parameter. The solution can be estimated – by trial and error 

– 𝑈∗ = 0.228 m/s, according to [5], where the kinematic 

viscosity of air is 𝜈 = 1.51 ×  10−5 m2/s from literature 

tables. 

In order to compute (b), assuming a normal atmospheric 

pressure of 1 atm, gives 𝜌 = 1.205 kg/m3. Since 𝑈∗ =
(𝜏wall 𝜌⁄ )1 2⁄ = 0.228 m/s, the wall shear stress can be 

directly computed as 𝜏wall = 0.062 Pa. 

                                                 
1 The ranges of Reynolds numbers where the flow is 

considered to be laminar, “transitional”, or turbulent depend 

on to what degree the flow is disturbed: In fact, vibrations of 

the pipe, surface roughness of inner walls (entrance region) 

may trigger turbulent flows to occur at lower Reynolds 

numbers. Furthermore, artificial disturbances, such as adding 

a so-called “trip wire” (which is common in turbulent 

laboratory experimental setups) or subjecting the pipe to a 

sound-shock wave, may trigger turbulent flow behavior at 

In order to compute (c), the average velocity 𝑈mean can 

be found by integration of the log-law relation: 𝑈mean =
1

𝜋𝑅2 ∫ 𝑈12𝜋𝑟 d𝑟
𝑅

0
, cf. [5]. Introducing 𝑈1 = 𝑈∗ [𝐶+ +

1

𝜅
ln (

𝑦2𝑈∗

𝜈
)], and substituting 𝑦2 with 𝑅 − 𝑟, the integration 

can be performed. The computed result is: 𝑈mean =
0.835𝑈max = 4.17 m/s. 

Finally, it is good to verify that the flow is really 

turbulent, which can be done by checking the Reynolds 

number Re = 𝑈mean𝐷 𝜈⁄ = 38700. Here it is greater than 

40001, and hence the flow is clearly turbulent [5]. 

Note that several results can be obtained from the 

velocity correlation, without need of solving any basic 

relations. 

Finally, it is interesting to compare the shear stress of the 

wall in case a hypothetical laminar flow of air at would be 

present in the same tube, with the same average flow speed 

of air 𝑈mean = 4.17 m/s: From the text following Eq. (12) in 

[6] the shear stress at the wall for laminar flows was 

computed as 𝜏wall,laminar = 2𝜇𝑈max 𝑅⁄ = [cf. Eq. (4) in [6]] 

= 4𝜇𝑈mean 𝑅⁄ = 0.0043 Pa, i.e. approximately 7% of the 

wall shear stress for the laminar flow situation as compared 

to the turbulent flow situation. 

even lower Reynolds numbers. However, for many 

engineering applications the flow in a pipe can be assumed 

to be laminar if the relevant Reynolds number is less than 

approximately 2100, and turbulent if the Reynolds number is 

greater than approximately 4000. Between these numbers, 

the flow may switch between laminar and turbulent in an 

apparently random manner, which in the field of fluid 

dynamics is referred to as a transitional flow condition. 
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Figure 3: The x-axis is here represented by ln(𝑈mean), and the y-axis is represented by ln(𝐶𝐴𝐿max). 

 

3. Applying the Proposed Model 

3.1 Computations – 20 Cases 

Computations are made for the same geometry, fluid and 

temperature as described in Section 2.2, however at different 

velocities 𝑈mean and different relative surface roughness 

𝜀 𝐷⁄ , listed in Table 1 for 20 cases, together with the 

corresponding results. These 20 cases were selected to cover 

a wide range of pipe flows at subcritical velocities (𝑀 <
1 3⁄ ). All computations assume a 1-metre-long pipe section, 

and where the resulting 𝐶𝐴𝐿max value represents the value 

which gives 1st law agreement between experiment and the 

corresponding perfect fracture model computation. The 

Darcy friction factor 𝑓 is computed from the Colebrook 

equation (providing 1-2% accuracy in determining 𝑓 for the 

entire Moody diagram). The non-dimensional velocity 

variations 𝑈1
++ vs. 𝑦2

++ following the Section 2.7 and Fig. 

8 in [6] are assumed, where 𝐶++ varies between 5.0 and 7.0 

depending on surface roughness. Also, 𝐿 𝐿max⁄  following 

Fig. 9 in [6] is assumed, i.e. the variation in 𝐿 𝐿max⁄  vs. 𝑦2
++ 

depends on the surface roughness. 

 

3.2 Graphical Presentation of Results 

A number of statements, as well as interpretations, can 

now be made, looking at these results and comparing them 

with a Moody diagram. 

First: Since the trends are rather clear in terms of mean 

velocity as well as relative surface roughness, interpolation 

can be used to estimate the 𝐶𝐴𝐿max value, cf. Fig. 3. Using 

the proposed fracture model, and integrating radially as well 

as axially, the local kinetic energy dissipation (per unit 

volume), will result in a net kinetic energy dissipation rate 

approximately equal to the estimations obtained with the 

Colebrook equation and Eq. (13) in [6]. 

Second: The correlations presented in Fig. 3 appear to 

reflect a connection between 𝐶𝐴𝐿max and approximately – but 

not exactly – the square of the mean velocity: 

 

For relative roughness 𝜀 𝐷⁄ = 0.05: 

 

𝐶𝐴𝐿max = 𝑒−4.698130(𝑈mean)1.991166                     (1) 

 

(for 5000 < Re < 1000000) 

 

For relative roughness 𝜀 𝐷⁄ = 0.00: 

 

𝐶𝐴𝐿max = 𝑒−5.040156(𝑈mean)1.866435        (2) 

 

(for 5000 < Re < 1000000) 

 

Third: The correlation presented in Fig. 4 indicate that 

while 𝐶𝐴𝐿max shows a strong variation depending on 

Reynolds number, it appears that 𝐶𝐴𝐿max varies moderately 

when changing the surface roughness (at a fixed Reynolds 

number). For instance, at Re = 5000, the difference between 

𝐶𝐴𝐿max at relative roughness 𝜀 𝐷⁄ = 0.05 and 𝐶𝐴𝐿max at 

relative roughness 𝜀 𝐷⁄ = 0.00 is only a factor 1.28, and at 

Re = 1000000, the difference between 𝐶𝐴𝐿max at relative 

roughness 𝜀 𝐷⁄ = 0.05 and 𝐶𝐴𝐿max at relative roughness 

𝜀 𝐷⁄ = 0.00 is only a factor 2.48. This relatively small 

variation is interesting at low Reynolds numbers, in the 

context of 𝐶𝐴𝐿max as a proposed critical parameter for the 

transition at certain Re numbers, both in the nominal model 

(cf. Section 2.9 in [6]) and for the more advanced model (cf. 

Section 3.3). A limited variation in 𝐶𝐴𝐿max, at low Reynolds 

numbers, suggests a similar range in Re numbers, where 

transition from laminar flow to an onset of the turbulence 

process can occur, regardless of surface roughness. 

 

3.3 Onset and offset of turbulence 

Consider the Re numbers at which turbulence is onset, 

i.e. the mean flow velocity, if starting from a flow rate at 

laminar flow conditions, which is steadily increased – until 

turbulence onset is triggered. The typical onset condition for 

turbulence in pipe flows, is stated to occur at Re numbers 

around 2300. 
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Figure 4: The x-axis represents ln(Re). The full line represents the ratio {𝐶𝐴𝐿max(𝜀 𝐷⁄ = 0.05)} {𝐶𝐴𝐿max(𝜀 𝐷⁄ = 0)}⁄  – which appears 

to vary linearly with ln(Re), for the present computations. The hashed curve represents the ratio 

{
d(𝐾𝐸)

d𝑡
(𝜀 𝐷⁄ = 0.05)} {

d(𝐾𝐸)

d𝑡
(𝜀 𝐷⁄ = 0)}⁄  – which varies against ln(Re) following a polynomial expression. 

 

It turns out that the Re number at which turbulence off-

sets (or disappears) will be different, if running this 

experiment in the opposite direction, i.e. starting from a 

turbulent flow condition, and steadily decreasing the flow 

rate until a transition occurs (to laminar flows). 

The estimation in Eq. (23a) in [6] predicts a transition Re 

number around 870 for 𝜀 𝐷⁄ = 0 in the case depicted in Fig. 

3 (or by using Eq. (2)) – where we note that we have assumed 

the same relation for extrapolation outside the valid range 

5000 < Re < 1000000. 

The alternative estimation in Eq. (23b) in [6] predicts a 

transition Re number around 975 for 𝜀 𝐷⁄ = 0 in the case 

depicted in Fig. 3 (or by using Eq. (2)). Also in this case, the 

variation of 𝑓 vs. Re number, and variation of 𝐶𝐴𝐿max 

required extrapolations outside the valid range. 

Hence, both these nominal estimations project the onset 

of turbulence to occur around 2.5 times lower than the 

experimentally obtained Re number for turbulence onset. 

Possibly, utilizing these two relations would however – 

possibly – be a good indicator for the offset Re number of 

turbulence. 

In order to approach this apparent deviation in turbulence 

onset, we turn to experimental observations: 

The literature provides an excellent range of descriptions 

on the various forms of instabilities and flow behaviours 

prior to the onset of the turbulence, cf. e.g. [1]. 

One of the final forms of structures that appears just prior 

to the onset of a turbulent wall boundary layer, a structure 

that the relevant literature has focused on significantly cf. e.g. 

[1], [7], [8], [9], [10], [11], is the so-called turbulent spot. 

Arguably, the flow appears to be laminar on one side of the 

spot, while turbulent on the other side. Considerable 

experimental work on studying turbulent spots has been 

made, and the reason for stating the arrowhead forward side 

as representing a turbulent flow is that the identical mean 

flow velocity variations vs. distance from the wall is 

observed inside the turbulent side of the turbulent spot, as 

compared to the regular variations found in a fully-developed 

turbulent wall boundary layer. 

True, the turbulent spots behave in a strange way, as they 

first occur as spots – which grow in-plane in both 𝑦1- and 𝑦3-

directions (for a flow in the 𝑦1 direction, and where 𝑦2 axis 

represents the normal direction from the wall plane spanned 

by the 𝑦1-axis and 𝑦3-axis unit vectors, cf. Fig. 1) when 

following their formation. Due to activities occurring inside 

a spot, the spot will span about the total thickness of a 

turbulent wall boundary layer (i.e. the thickness of inner + 

outer layers). In a pipe flow, the front arrow-head forward 

side of the turbulent spot will move at about 2/3 speed of 

𝑈mean, while the rear laminar side of the turbulent spot will 

move around 1/3 the speed of 𝑈mean. 

There are experimental observations made on the 

presence of “hairpin-“ or “horse-shoe” vortexes on the 

turbulent side, near the wall, which perhaps form an 

experimental indicator of the influence the discrete web-

slip structures with separated 𝛿. 

Although the real flow in a turbulent spot involves flows 

in all three dimensions 𝑦1-, 𝑦2- and 𝑦3 (a necessity according 

to the equation of continuity), and while the nominal 

transition model only accounts for irreversible 

thermodynamic processes occurring in the 𝑦1-direction, one 

might contemplate the possibilities of irreversibilities in 

primarily the 𝑦2-direction (as well as some effects in the 𝑦3-

direction flow). However, the author of the present work 

does not believe this to be the case. 

Also, looking at the theory, there appears to be no clear 

candidate regarding the residual thermodynamic no process 

behaviour that would provide the possible threshold 

behaviour – cf., e.g. similar reasoning on the difficulties on 

finding a threshold behaviour for Coulomb friction (cf. [12]). 

However, one observation that is made experimentally, 

considering particle trajectories when inserting small 

particles into and around a turbulent spot, is that the turbulent 

spot appears to exhibit some “suction” process of fluid flow 

on the laminar side. 

Considering the assumed conditions 1-4 in Section 2.9 in 

[6], and the presence of turbulent spots – which scientists 
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have focused on regarding the onset of turbulence, the 

conditions 1-4 may need to be slightly reconsidered: 

Condition 1: Assuming the transition occurs in a 

turbulent spot, this is strictly speaking a rather spread-out 

zone. Hence, in order to improve the nominal model for 

turbulence onset, one may need to consider conditions for the 

laminar vs. turbulent transformation to occur at slightly 

different positions. 

Condition 2: Assuming equal kinetic energy dissipation 

conditions is probably reasonable. However, the turbulent 

spot itself alters the flow velocity and thus the local kinetic 

energy dissipation, which is relevant for this transition 

formula to work well. Hence, the overall 𝑈mean velocity 

gradient cannot be used to directly compute the wall viscous 

dissipation – assuming no velocity interruption on the 

laminar flow side. Hence, it is assumed that the laminar 

flow velocity gradient for the kinetic energy dissipation 

needs to be adjusted. 

Condition 3: Not applicable, if reconsidering the 

positions of transformation to occur (Condition 1). 

Condition 4: Still valid. The process transition is still 

believed to occur in the vicinity of a solid wall. 

Considering the particle trajectories in the experimental 

observations in Fig. 7 on p. 134 in [9], and also the 

experimental observations to the effect that the same 

turbulent flow wall behaviour is observed on the turbulent 

side of the turbulent spot, the computations can be adjusted 

according to the following: the viscous laminar kinetic 

energy dissipation on the laminar side can assume a – say – 

50% higher laminar flow velocity gradient (as compared 

to the nominal velocity gradient value), while the kinetic 

energy dissipation – and local flow gradient - for the 

turbulent side is extracted without any alternations as 

compared to the nominal computations in [6]. 

This gives for the viscous laminar side: 

 

 
d(ke)viscous

d𝑡
= 𝜇 (

1.5𝜕𝑈1

𝜕𝑦2
)

2

         (3) 

 

where 𝜕𝑈1 𝜕𝑦2⁄  is computed for the laminar flow not 

assuming the presence of a turbulent spot. 

On the turbulent side, the kinetic energy dissipation is: 

 
d(ke)res

d𝑡
= 𝐶𝐴

𝜌𝐿

𝛿
𝑈slip ≈ 𝐶𝐴𝜌𝐿max

𝜕𝑈1

𝜕𝑦2
                     (4) 

 

cf. Eq. (21) in [6]. 

Hence, equating Eq. (3) with Eq. (4) at the onset 

transition point, gives: 

 

2.25𝜇 (
𝜕𝑈1

𝜕𝑦2
)

2

− 𝐶𝐴𝜌𝐿max (
𝜕𝑈1

𝜕𝑦2
) = 0                     (5) 

 

Which gives a revised formula for the onset transition 

point according to: 

 
18𝑈mean

2

𝐶𝐴𝐿max
=

𝜌𝑈mean𝐷

𝜇
= Re                      (6) 

 

For a perfectly smooth pipe wall surface with 𝜀 𝐷⁄ =
0.00, we can insert Eq. (2) in Eq. (6), which gives onset at 

Re=2310 for the case depicted in Fig. 3. 

Note: To be clear, the author did not select “50% higher 

laminar flow velocity” from any data source, other than 

identifying a likely larger inflow velocity gradient on the 

laminar side of the turbulent spot compared to the situation 

if the turbulent spot would not be present. The specific 

selection of 50% higher inflow velocity was intentionally 

selected in order to arrive at a matching turbulent onset Re 

number, as found in experiments. In any case, Eq. (6) is a 

proposed improved model for the onset of turbulence, 

where the influence from wall surface roughness can be 

accounted for. 

Experimentally, if a tracing fluid is injected into a core of 

a pipe, one may find that the turbulence onset is associated 

with an apparent ”burst”, “flash” or “puff” which might 

trigger near (but just below) the transition Reynolds number. 

An interpretation of this suggests the quick and immediate 

development of a local fracture structure around and near the 

wall transition point. If there for some reason would not be 

enough kinetic energy available to maintain this onset 

structure the burst will quickly die out, and the flow will 

return to the viscous laminar flow situation. 

Interestingly, the presence of “bursts” appears also to 

exist after turbulence boundary layer onset, cf. e.g. [13], 

which might suggest the sudden and local development of 

ordered web fractures within a geometric region of large 

defects (after turbulence onset). An interesting finding by 

[13] was that the intermittency of these boundary-layer 

bursts appears to connect with “outer” variables – which if 

one would allow oneself to speculate might further suggest a 

direct connection with the consumption of kinetic energy 

from the overall surroundings. 

Regarding the matter of turbulence offset, note that 

there is no corresponding Re number, lower than the 

nominally proposed transition Re number in Eqs (23a-3) in 

[6], since there is no experimental evidence on the formation 

of turbulent spots when reducing the average velocity of a 

turbulent flow. 

Consider the situation when the flow is reduced, and the 

available kinetic energy to be dissipated is reduced below a 

critical point: In such case, the web-fracture flow will release 

from the wall surface, flow downstream, and eventually die 

out (similarly as described in Section 2 in [6]). The flow that 

replaces the web structure at the original position is a viscous 

laminar flow. 

 

3.4 Defect vs. Perfect Web-Fracture Structure 

First, consider a model-fitting of a perfect web fracture 

structure to an experiment, which gives a net kinetic energy 

dissipation. This is followed by estimating the volume of 

defect zones, while assuming these defect zones to be 

suddenly present in this model-fitted perfect web structure. 

For this artificially-assumed defect web fracture structure, 

the net kinetic energy dissipation is estimated. What is the 

difference in net kinetic energy dissipation between these 

two cases? 

Second, consider a model-fitting of a defect web fracture 

structure to an experiment – assuming a certain distribution 

of defect zones. How much would the model-fitted 

parameter 𝐶𝐴𝐿max for the defect web fracture structure differ 

from the model-fitted parameter 𝐶𝐴𝐿max if assuming a perfect 

web structure? 

Start with estimating the first difference of interest: 

Consider the locations of the defects: None would occur 

in the viscous sublayer region, as this is concluded 

experimentally: recall that “nothing happens in the viscous 

sublayer region” according to scientists. 

Most would occur in the buffer layer, due to the presence 

of non-symmetry in both 𝐿 and 𝛿, followed by the log-law 

region (only non-symmetric in terms of 𝛿). 
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The presence of a local defect means that the defect zone 

does not represent a zero kinetic energy dissipation, but 

perhaps a reduction of X% (per unit volume) compared to 

the corresponding perfect web fracture structure. 

The volume occupied by a defect zone is difficult to 

estimate (due to a lack of experimental data), and it is 

noteworthy that not all defect zones would necessarily result 

in the generation of swirls or offset eddies. However, defect 

zones always reduce the kinetic energy dissipation rate (per 

unit volume). 

The downstream effects of a generated swirl are a 

complicating factor, as discussed in Section 4: The generated 

swirl may offset downstream behaviour which may appear 

to displace locally the 𝛿 and 𝐿. However, as argued in 

Section 4, it would seem unrealistic that the large visible 

offsets in 𝐿 and 𝛿 – which give large downstream 

fluctuations – result in very different net kinetic energy 

dissipations in the large-scale offset defect structures, as 

compared to the nominal non-offset perfect web fracture 

structures. The defect web fracture structure condition 

should be considered a thermodynamically rather stable 

condition, as the generation of a local defect does not trigger 

multiple downstream defects. The latter would locally 

trigger separate eddies, literally resulting in an uncontrolled 

explosion of events (a true thermodynamic instability 

condition). No: from a single defect zone, a long eddy may 

be generated, and it is assumed that the point of origination 

can be identified – also when the defect zone is flowing 

downstream.) Hence, it is assumed that the most important 

view (for net kinetic energy dissipation computations) is to 

solely focus on the nominal defect zones as locally-

distributes zones or clouds within the turbulent flow. 

Example 1: Re = 5000, and 𝜀 𝐷⁄ = 0 for flow condition 

described in Table 1. 

Assume that 15% of the buffer region contains defect 

zones, and 15% of the log-law region. (Of the 15% of the 

buffer region perhaps only 3% generates swirls, and of the 

15% in the log-law region, perhaps only 2% generates 

swirls.) Assuming furthermore that the defect zones reduce 

the kinetic energy dissipation by 50% (a crude guess with no 

experimental support), the net effect on the total net kinetic 

energy dissipation can be estimated as: 

Viscous sublayer: 60.0% of nominal net kinetic energy 

dissipation = no effect 

Buffer layer: 36.1% of nominal net kinetic energy 

dissipation → reduction to: 85%*100% + 15%*50%=92.5% 

of nominal → reduction to 36.1%*0.925 = 33.4% 

Log-law region: 3.9% of nominal net kinetic energy 

dissipation → reduction to: 85%*100% + 15%*50%=92.5% 

of nominal → reduction to 3.9%*0.925=3.6% 

Hence: A reduction in net kinetic energy dissipation = 

approximately equal to difference in net kinetic energy 

dissipation between defect web fracture  and perfect web 

fracture: from 100% to 60.0%+33.4%+3.6%=97.0%, i.e. a 

difference of around 3%. 

Example 2: Re = 1000000, and 𝜀 𝐷⁄ = 0.05 for flow 

condition described in Table 1: 

Assume that 15% of the buffer layer contains defect 

zones (of the 15% of the buffer layers perhaps only 3% 

generate swirls, and of the 15% in the log-law region, 

perhaps only 2% generate swirls.) The log-law region does 

not seem to pertain for this flow case, as there are no time-

average flow gradients in the core zone from the centreline 

position in the pipe, all the way to the buffer region. 

Assuming that the defect zones reduce the kinetic energy 

dissipation by 50% (a crude guess with no experimental 

support), the net effect on the total net kinetic energy 

dissipation can be estimated as: 

Viscous sublayer: 82.4% of nominal net kinetic energy 

dissipation = no effect 

Buffer layer: 17.6% of nominal net kinetic energy 

dissipation → reduction to: 85%*100% + 15%*50%=92.5% 

of nominal → reduction to 17.6%*0.925 = 16.3%. 

Hence: A reduction in net kinetic energy dissipation = 

approximately equal to difference in net kinetic energy 

dissipation between defect web fracture and perfect web 

fracture: from 100% to 82.4%+16.3%=98.7%, i.e. a 

difference of around 1%. 

Regarding the second difference of interest, a model 

fitting of a hypothetically defect fracture structure to 

turbulence pipe experiments would arrive at precisely the 

same wall shear stresses as fitted for the perfect web fracture 

structure (i.e. the same 1st law balance agreement between 

experiment and corresponding defect fracture computation 

can be obtained); yet the difference in the resulting 𝐶𝐴𝐿max 

for these two cases – perfect web vs. defect web – is likely 

rather small (likely within the 1-3% range). 

 

3.5 Defect Web-Fracture Structure on General Trends 

Consider the computed trends in Fig. 3. Is there anything 

suggesting that these trends may connect, somehow, with 

any defect web fracture structure? 

A partial answer may be obtained by reformulating this 

question: Explain the variations of 𝐶𝐴𝐿max proportional to 

𝑈mean
1.87 to 𝑈mean

1.99, and also explain what would it take 

utilize the proposed model to reach a theoretical variation of 

𝐶𝐴𝐿max proportional to 𝑈mean
2 ? 

Considering the proposed fundamental model, it appears 

that for high Re numbers, and also for high 𝜀 𝐷⁄  numbers, 

the variation of 𝐶𝐴𝐿max approaches being proportional to 

𝑈mean
2, however, it does not fully reach this variation. 

Considering the fundamental model: 

 
d(ke)res

d𝑡
= 𝐶𝐴

𝜌𝐿

𝛿
𝑈slip         (7) 

 

and hypothetically assume that only the viscous sublayer 

dissipates kinetic energy. As the viscous sublayer zone is 

very close to the wall (and relatively thin in terms of the 

entire pipe diameter, although rather thick in terms of 𝑦2
++ 

number), this would resemble a situation similar to that of a 

solid plug which moves at velocity 𝑈mean and with a 𝐶𝐴𝐿max 

that correlates with 𝑈mean
2. 

Hence, it appears that it is not the defect fracture structure 

that hinders 𝐶𝐴𝐿max from being proportional to 𝑈mean
2. 

Instead, it seems that the distribution of kinetic energy 

dissipation across the pipe has variations mostly due to 

variations in velocity at different pipe radii – preventing all 

kinetic energy dissipation from occurring near the solid wall. 

In sum, it appears that defects in the fracture structure 

would not have any major influence on the trends in Fig. 3. 

 

3.6 Scaling Laws in Context of Proposed Model 

It is not immediately obvious whether dimensional 

analysis applies to situations involving discrete relations. 

Apparently, some kind of linear relationship may be required 

with intersection at 0 in order to allow for a dimensional 

analysis. On this matter, note that the approximations of 

assumed connection between slip velocity and slip length, cf. 
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Eq. (14) in [6], as well as the assumption 𝜏 ∝ 𝑈slip in [6], both 

represent linear relationships with intersection at 0. 

Even though possible offsets from linearity, as well as 

offsets from intersections at 0, may occur for defect web 

fractures, it is reasonable to assume that such offsets would 

not occur for the saturated flakes in the viscous sublayer. 

In most of computations in Table 1, the kinetic energy 

dissipation in the outer layer is 0, or comparatively 

negligible. For a couple of computations, the kinetic energy 

dissipation in the outer layer accounts to a maximum around 

4% of the total kinetic energy dissipation. 

In the derivation of the “velocity-defect law” for the outer 

layer by dimensional analysis, described in Section 2.1, it is 

assumed that the mean velocity 𝑈1 is independent of 

molecular viscosity. This statement is arguably similar to 

assuming that no viscous dissipation is occurring in the outer 

layer, or more generally, that no kinetic energy dissipation is 

occurring in the outer layer. This is in line with present 

theory and present computations. Hence, the traditional 

scaling correlations proposed in Section 2.1 for the outer 

region should arguably also apply for present computations. 

On the matter of inner-layer velocity, if molecular 

viscosity does not play a role in the velocity variation in the 

viscous sublayer – according to the proposed new theory – 

arguably one should be able to make similar assumptions 

regarding the scaling of the viscous sublayer as for the outer 

region: 

 

𝑈1 = 𝑜vs(𝛾viscous sublayer, max, 𝜏wall, 𝜌, 𝑦2)       (8) 

 

allows for the derivation of the expression  𝑈1
+ = 𝐶vs𝑦2

+, 

where we have utilized the observation from the viscous 

sublayer that 𝐿 = 𝐿max and 𝛿 = 𝛿min are equal for 

neighbouring flakes in the 𝑦2-direction. 

For the buffer layer, a corresponding scaling as for the 

outer region is called for: 

 

𝑈1 = 𝑜bl(𝛾buffer layer, max , 𝜏wall, 𝜌, 𝑦2).        (9) 

 

This gives: 

 

𝑈1
+ = 𝑂bl (𝑦2

+ 𝑦2
+

buffer layer, max
⁄ ) = 𝑂bl,2(𝑦2

+) = 𝐵(𝑦2
+), 

(10) 

 

i.e. an identical “law of the wall” is obtained for the buffer 

layer, but derived from a different perspective, and utilizing 

different original assumptions. 

In sum, the same scaling parameters as the original ones 

employed in the traditional theories dating back to the 1930’s 

can be employed with present theories. 

The traditional theory assumption 𝐶vs = 1 for the viscous 

sublayer come from the traditional fundamental model 

assumption between shear stress and strain rate, cf. Section 

5, and is hence not connected with any scaling law. 

The present theory opens up the possibility that 𝐶vs ≠ 1. 

In fact, one would expect a different value from 1, in the 

context of present theory. (Possibly, if 𝛿 resolution can be 

observed in the viscous sublayer, the velocity profile may 

appear to be similar to a “stair-case” variation with 𝑦2.) 

Note: The computations in Table 1 all assume 𝐶vs = 1 in 

the viscous sublayer for the computation of the velocity 

variation with 𝑦2. There is at present no suggestion of a better 

value to use. Even with a different coefficient value, equally-

good and equally-stable general correlations as obtained in 

computations in Section 3.1 can be assumed. 

 

4. Generation of Swirls with Proposed Model 

The numerical simulation of swirls and eddies has proven 

difficult when employing traditional turbulence theory. It 

appears difficult to find any significantly increased kinetic 

energy dissipation in these simulation results. The inability 

to find the levels of kinetic energy dissipation (or viscous 

dissipation) anywhere close to the levels observed in 

experiments is a major problem. 

The new theory here proposed completely alters the need 

for studying the generation of swirls and eddies: For the 

purpose of finding out where the overall kinetic energy 

dissipation occurs in a turbulent wall boundary layer, the 

results with the present theory have provided clear answers 

– swirls and eddies appear to have negligible to no impact on 

the overall kinetic energy dissipation. 

However, there may be a remaining interest in 

numerically simulating swirls and eddies – for instance for 

the study of pressure fluctuations at walls as caused by 

turbulence. 

The following aspects may influence the generation of 

swirls for the new proposed model: 

 Local and instantaneous conditions such as: (a) large 

imbalances of forces that may occur at defect zones. 

 Wide, transverse span-wise processes across a wall 

influencing the MEP processes, or as a result of the MEP 

processes, such as: (b) local deficiency in kinetic energy 

at hand for dissipation, during redistribution, resulting in 

defect zones appearing. (c) following the principles of 

far-from-equilibrium (“order by fluctuations” principle), 

the downstream movement of defect zones (these can be 

visualized as clouds) may occur in a cyclical manner, i.e. 

clouds of defects generated upstream in a repeat manner 

(at a certain frequency), which moves downstream. In 

this way, long-downstream-, or large transverse span-

wise coherent structures may be generated. 

 History or memory effects: (d) Connecting with (c) is the 

proposed new theory’s downstream movement of slips 

(the R.Th.D.p. zones) – and possibly additional leakage 

phenomena. A connection can be made to an earlier 

“history theory” described in [14]. This history theory 

assumes that: 

 

  “the turbulence which produces the shear at any point has 

its origin at the surface upstream from its present 

location”. 

 

Ross and Robertson’s history theory was arguably 

designed to be applied for airfoils and diffusers where the 

following general assumption does not hold [14]: 

 

“For the case of flow with zero or small pressure 

gradients, the flow conditions and the wall shear stress do 

not vary significantly in the direction of flow, and one 

can correlate the entire boundary layer distribution with 

local conditions.” 

 

In agreement with this latter statement, all computations 

in this paper assumed local conditions at a pipe 

intersection. However, the author of this paper yet 

believes such history and memory effects are possible to 

observe experimentally. Partly, the downstream 

movement of the slips (or R.Th.D.p. zones) will generate 
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apparent eddies which appear to be stretched in the 

direction of the fluid flow, which in turn connects with 

experiments on the anisotropy level of turbulence: 

Experiments indicate a much larger degree of observed 

turbulence anisotropy, as compared to the corresponding 

simulations, which tend to display more isotropic 

turbulence when modelling according to the traditional 

approach. Furthermore, the accumulated effect of 

downstream leakage will for very long (smoothly 

polished) narrow pipes eventually lead to turbulence to 

apparently disappear, i.e. overall turbulence behaves in a 

slowly evolving transient manner in agreement with 

experimental observations [17], [18], [19]. 

 

In this context, it is interesting to re-cite Ross and 

Robertson’s [14] recounting of the space-history theory 

proposed by Schultz-Grunow [15] based on the original 

experiments by Jacobs [16]: 

 

“Jacobs measured the change in the velocity profile along 

a smooth surface preceded by a rough surface. An 

analysis of these profiles yielded the shear stress 

distribution at several stations. As shown in Fig. 1 (in 

[14]), Jacobs found that the shear stress gradient in the 

outer portion of the boundary layer retained the value 

which it had had over the rough surface for a considerable 

distance along the smooth surface, while the wall shear 

fell almost immediately to its smoothest-surface value. 

Jacobs also studied the flow from a smooth to a rough 

surface, and he again found that the upstream shear stress 

gradient persisted for a considerable distance, the rough-

surface shear gradually being diffused across the 

boundary layer as the flow proceeded downstream. As 

noted by Schultz-Grunow, these experiments clearly 

establish the importance of the history of the flow.” 

 

Connected with the generation of swirls is the 

phenomenon of eddy growth, which here is assumed to 

connect with these points. In particular, the author believes 

that the history- or memory effects may contribute 

considerably to the growth of eddies. 

 

5. Discussion 

The traditional theory has issues to resolve which are 

partly summarized in Table 1 in [6]. In the review paper by 

George [4], these issues are further discussed. 

George states that (A) “Over the past decade almost 

every aspect of our traditional beliefs about wall-

bounded flows has been challenged.” Furthermore, George 

states that “No matter whether we pay our allegiance to the 

traditional ideas or the new ones, the continuing difficulties 

with computations of complex wall-bounded flows (or even 

simple flows with pressure gradients) suggest strongly that 

we have missed something important.” [4] 

Considering the gradual improvements in experiments, 

and supporting CFD computations, George furthermore 

states that (B): “So confident was the turbulence community 

in its beliefs that virtually no one even bothered to 

measure the skin friction, and it was simply inferred from 

fitting the log profile to a few points near the wall, usually 

for values of y+ between 30 and 100. In fact the ‘log’-based 

ideas were so well-accepted that it seemed to bother only a 

few that real shear stress measurements (both momentum 

integral and direct) differed consistently and repeatably 

from these inferred results.” [4] 

On the matter of options to take to resolve the issues, 

George states that (C): “Instead of causing a re-

examination of the theory, it became common wisdom that 

there was something wrong with these techniques. The 

careful drag and mean velocity measurements laboriously 

performed in the 30’s and 40’s were discarded as being in 

error.” [4] 

In contrast, the present work focuses on re-examining the 

theory utilizing a fundamentally different discrete process, 

which allows for the time-averaged velocity profile to be 

accurately reproduced, and in addition allows for the 1st law 

balance of the simulations to match the corresponding 1st law 

balance of the experiments – for several different pipe flows. 

It should be noted that many experimental tools are 

designed assuming the Navier-Stokes relations for laminar 

flows to be valid. Caution on which reference experiments to 

select in the present case is warranted. 

The very “careful … mean velocity measurements 

laboriously performed in the 1930’s and 1940’s”, are the 

basis of the computations in this paper, as this reference data 

represents experimental data obtained using experimental 

tools not requiring the validity of the viscous laminar flow 

correlation between shear stress and strain rate. 

Although some experiments appear questionable, the 

author recommends not discarding any experiments outright. 

If experiments can be reinterpreted, assuming a new theory 

as basis, they may provide valuable additional insight. 

 One major problem within this field, however, is that 

while the literature provides a large amount of descriptive 

information on experimental observations in different zones, 

little or no information is provided to the reader on the 

importance of these different observations. 

Connecting to this topic, George states that “the most 

attention-getting aspect of this debate has been about the 

validity of the log law or the power law alternative. Even 

those who still hold the classical views have been left in the 

uncomfortable position that their ‘universal’ constants 

appear to be time-dependent, and vary from one 

experiment to the next. But the new ideas have not been 

without their problems either. Some seem to work and be 

definitive, but other consequences of the same assumptions 

are less successful. To the casually interested on-looker and 

devoted researcher alike, the entire field appears to be in 

chaos.” [4] 

According to the new theory here proposed, the 

instability in the recorded log-law data and model constants, 

when looking more closely, are that these experimental 

recordings all appear to be performed in large geometrical 

regions where the net kinetic energy dissipation is rather 

small – perhaps 5% of net kinetic energy dissipation occurs 

in the log-law region according to present new model, a log-

law region which practically spans most of the cross-section 

of a pipe. Arguably, these instabilities connect directly 

with the very low kinetic energy dissipation rates per unit 

volume and are arguably to be considered as secondary 

phenomena. Secondary phenomena are always much less 

stable to record in experiments, as compared to primary 

phenomena. It comes at no surprise to the author of the 

present work, that results obtained in measurements in the 

log-law region are rather unstable and vary from 

measurement to measurement. 

This vexing problem with instabilities not only relates to 

experimental situations, but also to the here-proposed new 

theory. For instance: 
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 It is clearly more difficult to analyse accurately what 

occurs in zones of low rates of kinetic energy dissipation: 

For instance, the length 𝐿 within the log-law region 

assumed to be around 1/6 of 𝐿max in the viscous sub-layer 

region, appears speculative (see assumption in [6]). 

 The assumption on the amount and range of the defect 

regions within the buffer zone and log-law region in 

Examples 1-2 in Section 3.4 appears speculative. 

 The suggestions in Section 4 on how swirls may trigger, 

grow, and move into other zones and downstream 

behaviour, also appears to have small influence on the net 

kinetic energy dissipation rate and hence is admittedly 

speculative. 

Despite these speculations and observed instabilities, 

secondary issues are here believed not to have very much 

influence on the stable results obtained in Table 1, and Figs. 

3-4. 

One aspect of the physics of the proposed new model, 

which is challenging to treat in a thermodynamic analysis, is 

the leakage of growing slips (and associated eddies) 

downstream. 

In addition, the MEP process could mend defect zones 

utilizing the upstream-leaked slips (and associated eddies) – 

while the net kinetic energy dissipation across the cross-

section of the pipe will slowly increase downstream. 

These phenomena may suggest an overall slowly 

evolving transient behaviour of turbulence. 

The experiments by [18] presents a situation of onset 

turbulence, which in long (smoothly polished) narrow pipes 

far downstream (from upstream-leaked slips) may reach a 

state in which the apparent turbulent behaviour ceases to 

exist – and instead form an apparent laminar flow situation. 

 In the context of present theory, perhaps one possible 

explanation of this transition from turbulence to a laminar 

flow situation indicates the accumulated effects of 

downstream mending – albeit the experiments performed by 

[18] showing a slowly evolving transient behavior would in 

turn indicate a rather small rate of mending to occur. Also, 

possibly, the mending might only occur in regions with 

relatively high kinetic energy dissipation rates. 

It is of key interest to search for traces within 

experimental flow which may connect with the new 

proposed theory. 

Regarding an MEP process, the author of the present 

work envisions a rather limited number of web fractures in 

the 𝑦1-, 𝑦2- and 𝑦3-directions. Experimentally, there may be 

traces of behaviour in the rim of the turbulent side of a 

turbulent spot, where the presence of hair-pin vortexes might 

suggest a layered structure in the following downstream 

flow, possibly indicating a 𝛿 resolution within the viscous 

sublayer zone. 

Also, consider the streamwise long streaks which “refer 

to narrow strips of low-momentum coherent motions 

extending lengthwise in the streamwise direction” [20] that 

exist within the viscous sublayer zone, an example of  which 

is depicted in Fig. 23-8 (p. 717) in [1]. The spanwise (𝑦3-

direction) gap between these are around 100-140 wall units. 

Could the presence of these streaks and the gap between 

them indicate an estimation of the length 𝐾 of the flakes? 

                                                 
2 Several physical reasons may contribute to the apparent 

finding 𝐶vs ≈ 1. For instance: (a) Between the flakes in the 

non-slip interfaces, one may assume fluid to exist, possibly 

with a no-slip line-wise contact with a solid wall. (b) The 

(Perhaps the flakes are not perfectly in alignment with each 

other in the 𝑦3-direction, while the possible differences in 

local 𝑦2-direction flow – conceivably due to leakage or other 

fluctuation – could result in some vortex generation resulting 

in these streaks.) This is admittedly speculation. However, 

experimentally it appears that the same gap exists between 

these streaks all the way up the through the buffer- and log-

law regions according to [20]. 

Also of speculative interest is the experimental 

observation of these streamwise streaks with equal gap 

width. They appear to have a length which is much longer in 

the viscous sublayer as compared to the corresponding length 

in the log-law region [20]. Again, this triggers additional 

speculation as to whether there may be a connection between 

the lengths of these long streaks and the parameter 𝐿, which 

varies similarly from the viscous sublayer region up through 

the buffer- and log-law region. 

For future work, it would be of interest to estimate a 

minimum 𝛿 within the viscous sublayer. What key 

parameters would control this thickness, and what is the 

kinetic energy dissipation “saturation” level? Is there a 

connection to kinetic theory of gases and mean-free paths? 

Finally, to comment on the arguably most important 

zone, namely the viscous sub-layer, the author has utilized 

the best-available knowledge on the velocity profile across 

this layer, which in turn is based on the original scaling laws 

and experimental results dating back to the 1930’s. A 

peculiarity that needs addressing is one of possible 

inconsistency: 

The law of the wall for the viscous sublayer region states 

a relationship 𝑈1
+ = 𝑦2

+ to be approximately valid. What 

this relationship really presents is a reformulation of the 

correlation between shear stress and strain rate: 𝑈1 𝑈∗⁄ =
𝑦2𝑈∗ 𝜈⁄ , or 𝑈1 = 𝑦2(𝑈∗)2 𝜈⁄ , or 𝑈1 = 𝑦2𝜏 𝜇⁄ , which gives 

upon differentiation with 𝑦2: 𝜇(𝜕𝑈1 𝜕𝑦2⁄ ) = 𝜏, which in turn 

is the well-known fundamental model valid for viscous 

laminar flows. 

According to Section 3.6, a different slope might be 

present – however with an approximately constant velocity 

gradient throughout this viscous sublayer region. 

However, arguably the rather fair results on the 

turbulence onset and present at-face agreement would 

suggest that the velocity slope in the viscous sublayer is 

not too different from the original assumptions made in 

the 1930s.2 Also, it is difficult to challenge the carefully 

performed mean-flow velocity experiments, although the 

literature has presented the viscous sublayer thickness in 

rather approximative numbers: Indeed, if the velocity 

recorded accurately in the interface between viscous 

sublayer and buffer layer, and the distance to the wall is 

accurately recorded, then a result close to 𝑈1
+ = 𝑦2

+ 

throughout the viscous sublayer region would be difficult to 

contest. 

It is interesting to observe scientists recently placing 

more attention on experimentally recording the velocity 

profile across the viscous sublayer zone, cf. e.g. [21]. 

The renewed recent experimental focus on the viscous 

sublayer is very welcome, in the context of present work, 

where this zone is arguably the most important zone as 

proposed residual slip-flow processes do not significantly 

change the local density of the fluid. 
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regards to net kinetic energy dissipation and contribution to 

the skin friction. 

 

6 Conclusions 

On the matter of turbulence onset and offset, it was 

demonstrated here how the nominal model in [6] can be 

adjusted to obtain more realistic transition Re numbers for 

pipe flow while accounting for the surface roughness. As the 

nominal model of [6] indicated a transition point at Re 

numbers around 870-975, it was demonstrated that an 

approximately 50% higher flow gradient assumed on the 

laminar flow side – as a result of a suction process in a 

turbulent spot – appears to improve the estimated onset 

transition Re number (to around Re=2300). 

In sum, the present results combine the remarkably 

high kinetic energy dissipation rate occurring in the 

viscous sublayer, with onsets predicted (based on the 

conditions inside the viscous sublayer) at Re numbers in 

fair agreement with experiments using a nominal 

transition model, and at Re numbers in close agreement 

with experiments using a slightly adjusted transition 

model. The remarkably high kinetic energy dissipation 

concentrated near- and in the vicinity of the wall implies 

that little or almost no effects on the net kinetic energy 

dissipation as a result of the large-scale turbulent eddy 

motion can be found – and hence the need to adopt 

computationally-intense flow solvers can be questioned. 

On the matter of adopting the present new theory in CFD 

flow solvers, the findings made here amount to good news 

for the modeller concerned with turbulent skin friction 

computations, on the prospect of working generally with a 

perfect web fracture structure. The modeller no longer has to 

worry too much about the differences between the defect 

web and the perfect web, or the transient simulation of 

eddies. 

However, for the study of mixing, boundary-layer 

thickness, or wall-pressure fluctuations, it can be noted that 

the discrete framework of residual thermodynamics [12] 

allows for the utilizing of “apparent material properties”, i.e. 

a corresponding continuum model formulation derived from 

a discrete process formulation, which implies possibilities to 

adapt the present theory to a CFD flow solver. 
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Nomenclature 

𝑏, 𝐵  functions used in dimensionless scaling 

𝑐  speed of sound in fluid (m s−1) 

𝐶+, 𝐶++ log-law intercept on 𝑈+- or 𝑈++-axis, 

respectively (-) 

𝐶𝐴  model constant (m s−2) 

𝐶vs  model constant (-) 

𝐷  diameter of pipe interior (m) 

𝐾 width of flake (in 𝑦3-direction) (m) 
d(KE)

d𝑡
 total kinetic energy dissipation rate (W) 

d(ke)res

d𝑡
 kinetic energy dissipation rate per unit 

volume, due to residual process (W m−3) 
d(ke)viscous

d𝑡
 viscous dissipation rate for viscous 

laminar flows of Newtonian fluids, per 

unit volume (W m−3) 
d(ke)

d𝑡
 kinetic energy dissipation rate per unit 

volume (W m−3) 

𝑓  Darcy friction factor (-) 

𝐿 slip length of flake fracture (m) 

𝑀 Mach number, where 𝑀 = 𝑈mean 𝑐⁄  in 

pipe flow computations (-) 

𝑜, 𝑂  functions used in dimensionless scaling 

𝑅  radius of pipe interior (m) 

𝑟  radial distance from centerline (m) 

Re  Reynolds number (-) 

𝑈  Velocity (m s−1) 

𝑈𝑖  Cartesian component 𝑖 of velocity 

vector (m s−1) 

𝑈max  Maximum velocity (m s−1) 

𝑈mean  Mean (average) velocity (m s−1) 

𝑈slip  slip velocity (m s−1) 

𝑈∗  Friction velocity (m s−1) 

𝑦1, 𝑦2, 𝑦3 Cartesian co-ordinates (m) 

 

Greek letters 

𝛾  boundary layer thickness (m) 

𝛿 gap width between slip layers, also 

referred to as thickness of flake fracture, 

or resolution parameter (m) 

𝜀  surface roughness (m) 

𝜅  von Kármán constant (−) 

𝜇 dynamic viscosity of Newtonian fluid 

(kg m−1 s−1) 

𝜈 kinematic viscosity of the Newtonian 

fluid (m2 s−1) 

𝜌  density (kg m-3) 

𝜏  shear stress (N m−2) 

 

Subscripts 

bl  for buffer layer 

max  maximum 

min  minimum 

outer,max referring to position at edge of outer layer 

res  for residual process 

vs  for viscous sublayer  

wall  wall position 

 

Special notations 
d

d𝑡
 time derivative (s−1) 

(⋅)+ dimensionless scaling for fixed log-law 

intercept 𝐶+, with fixed range in 𝑦2
+ for 

viscous sublayer, buffer layer and log-law 

regions (cf. Fig. 2) (traditional scaling). 
(⋅)++ dimensionless scaling for a variable log-

law intercept, with variable range in 𝑦2
+ 

for viscous sublayer, buffer layer and log-

law regions (cf. Fig. 8 in [6]) – depending 

on the wall surface roughness. 
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