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 Abstract — The installation of industrial servo systems and the 

determination of control parameters are limited to the skills and 

knowledge of the commissioner. In addition, commissioned 

systems are often not re-optimized if environmental influences or 

loads change. The goal of this research is to create an artificial 

neural network (ANN) model for servo systems that will keep the 

servo system's proportional, integral, and derivative (PID) 

parameters working optimally. For this process, a machine 

condition monitoring algorithm developed with the ANN 

technique, which uses the data such as actual current, torque, 

power, position to be obtained from the servo system on an 

industrial controller, for the control and rearrangement of the 

parameters. 

Index Terms — Servo System, Artificial Neural Network, PLC, 

ProfiNET  

I. INTRODUCTION

ERVO MOTORS are preferred in the industry because of

their fast and precise positioning features [1]. Servo motors 

are controlled by servo drives that contain many adjustable 

parameters that will significantly affect their response [2]. The 

whole formed together with the servo motor and the driver used 

for its control is described as a servo system. Servo systems are 

time-varying and non-linear control structures [3] [4]. 

Servo systems must be installed in accordance with the 

mechanics and load characteristics they drive. PID controllers 

are widely used in industrial settings. The basic concept of PID 

controller is to regulate error, calculated with desired and actual 

state set to zero.  
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To compensate the system response, the error proportional gain 

(Kp), as well as derivative (Kd) and integral gains (Ki), are used 

for calculate the control signal ( 𝑢𝑐) as seen in Eq.1.

𝑢𝑐 = 𝐾𝑝𝑒 + 𝐾𝑑

𝑑𝑒

𝑑𝑡
+ 𝐾𝑖 ∫ 𝑒(𝑡)𝑑𝑡

𝑡

0

(1) 

One method for calculate control gains is to manually determine 

the parameters by an expert, and the other is to use auto-tune 

features in the servo drives if they are supported in the industrial 

applications. The commissioning of industrial servo systems 

and the determination of their parameters are limited to the 

skills and knowledge of the technical personnel. Research for 

the auto-tune feature has also shown that it does not fully design 

gain parameters for different servo equipment [2]. It simply 

assigns relatively safe and rigid parameter values based on the 

inertia imposed on the motor, which can sacrifice some of the 

controller performance. Therefore, the gain parameters still 

need to be manually fine-tuned through an expert to ensure the 

response meets the needs of the application. In general, there is 

no specific method of adjusting the gain. It depends on the 

experience of the specialist and the adjustment procedure is also 

time consuming [2]. Furthermore, when environmental 

influences or loads change, commissioned systems are 

frequently not re-optimized. 

It is aimed to develop an adaptive machine condition 

monitoring algorithm that will enable these systems to work 

most efficiently under all conditions. Reduce the need for 

expert personnel in the installation step of the systems, and 

provide more accurate PID parameters value assignment by 

detecting the errors. 

The adaptive PID controller developed with artificial neural 

networks instead of traditional PID tuning methods and 

algorithms produces better results in dynamic response 

performance in nonlinear systems in the industry, according to 

simulation and experiments [5], [6]. As a result, the machine 

condition monitoring algorithm is built using artificial neural 

networks, which is a more innovative model for evaluating and 

recalculating the current and speed PID gain parameters in the 

servo driver. 

Current, torque and vibration data are generally preferred for 

different types of motors to feed artificial neural networks [7] 

[8]. However, data obtained exclusively from servo drives is 
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preferred in this study so that the relevant algorithm could be 

applied to existing devices without the need for a new sensor or 

equipment. In order to obtain the training data to be used in the 

training of the ANN, an experimental setup is designed, which 

will enable it to be obtained via the servo driver and apply 

different load characteristics. After the obtained data are 

processed, the training process is completed with the Matlab 

Neural Net fitting tool and using the Levenberg-Marquardt 

method [9] [10]. 

Programmable Logical Controller (PLC) is often used as a 

real-time controllers of automation systems and applications 

due to its flexibility, reliability, and relatively low-cost 

advantage in controlling complex systems [11],[12]. They are 

primarily used in the control of both machinery and industrial 

processes as an essential component of industrial automation 

systems. Rather than running the developed algorithm on a 

computer or a different controller, it is hoped that it will be 

integrated into PLCs and applied to existing systems without 

requiring new hardware. PLCs are not developed to run 

artificial intelligence software, but it is claimed that PLCs run 

ANN algorithms and meet the performance expectation [10] 

[13]. As a result, the developed ANN algorithm has been 

converted into a program that will be executed by the PLC. 

PLC should communicate with the servo driver for 

acquisition of data to feed ANN algorithm. Also, the cross data 

to be used to feed the ANN must be acquired with simultaneous 

and deterministic time intervals. ProfiNet IRT real-time 

communication protocol is preferred as the protocol to meet this 

requirement. When compared with similar protocols in motion 

control applications in the studies examined, it has been 

observed that it stands out compared to other protocols, 

especially thanks to its low latency and deterministic structure 

[14] [15] [16]. In the consideration of all these information, a 

PLC that supports ProfiNet IRT protocol, and a servo system 

are recommended as hardware for the intelligent machine 

condition monitoring algorithm to be implemented for the 

problem that is aimed to be solved. 

Ziegler Nichols Z-N method, which is widely used in the 

industry, is preferred to adjust the PID controllers to test and 

compare the performance of the developed system [17]. 

II. METHOD 

The servo system is first commissioned and made operational 

in this study, after which experiments are carried out with 

various load characteristics and PID parameters to obtain data. 

As shown in Fig.1, the obtained data are used in ANN training. 

The performance of the ANN is tested by experiments obtained 

with different loads that are not used in the training process. The 

ANN model is redesigned as a Simulink program. PLC codes 

are generated from the Simulink program. ANN algorithm has 

been added to this program on top of data acquisition and 

parameter writing functions from the servo system. Then, the 

tests are repeated with the load characteristics not used in the 

training in the full experimental setup, and the results are 

compared with the classical methods. 

 
Fig.1. Flow Chart 

A. Servo Systems 

Servo systems can be defined as the sum of a synchronous 

motor with a feedback and an electronic power and control units 

capable of driving this motor in closed-loop servo mode. 

Motor drivers consist of two main structures, a control unit 

that enables the motors to be controlled with different control 

techniques, and a power unit that will provide the electrical 

energy that will enable the motor to move. 

We can define it as control units for structures that control 

the outputs of the power unit with v/f, vector, and servo control 

characteristics, which are mostly preferred in the industry. 

These control units may have input terminals and/or 

communication interfaces that allow them to receive motor 

movement orders directly from their own control unit as well as 

from an upper control unit. 

As seen in the Fig.2, in the servo control type, it consists of 

3 control loops, which enable to control the position, speed and 

current of the motor. The motion of the motor is controlled by 

cascade PI control scheme in the servo driver we have chosen 

for this control process. 

 

 
Fig.2. Servo drive control diagram 

B. Artificial Neural Networks 

Algorithms that imitate the work of the nerves in the brain 

are called artificial neural networks. These networks consist of 

artificial neurons connected to each other by synapse-like 

structures. The connection between each neuron carries 

information from that neuron to the other neuron. The neuron 

that receives the information performs the necessary operation 

and transfers this information to the next neuron [18]. It is 

developed by Frank ROSENBLATT and an artificial nerve 

called “perceptron” connects the inputs from the external 

environment or other cells to the cell with weights. Then It 
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calculates the sum of the weighted inputs and the bias 

parameter, which is the criterion of how easily the cell can be 

stimulated. The output of the artificial nerve is calculated by 

activation function with 𝑣𝑘, sum of the weighted input. [19]. 

 
Fig.3. Perceptron model 

 

1) Training Artificial Neural Networks 
The process of determining the weight values and bias 

coefficients in the structure of each neural network that makes 

up the ANN is called training the ANN. Calculating the local 

minimum point in the cost function of minimized error between 

actual value and input data set is required for this process. There 

are several different techniques used in calculating. Some of the 

techniques we can use include Levenberg-Marquardt (LM), 

Bayesian Regularization, and Scaled Conjugate Gradient. The 

LM algorithm, which is another type of Newton's algorithm, is 

used between ANN and feedforward back propagation 

algorithms. The LM algorithm is an advantageous one in that it 

converges quickly, contains few parameters, and operates only 

with first-order partial derivatives [20]. The LM algorithm is 

defined in the Eq.2 below. 

∆𝑤(𝑘) = −(𝐽𝑘
𝑇 𝐽𝑘 +  µkI)−1𝐽𝑘

𝑇𝑒𝑘 

𝑊(𝑘 + 1) = 𝑊(𝑘) + Δ𝑤(𝑘) 
(2) 

Where W is the weight vector, I is the unit matrix, µ is the 

combination coefficient. As stated in Eq. 4, the error matrix and 

Eq. 3   represent the detailed Jacobian matrix and consist of first 

order derivatives of the error matrix according to the weights 

[20]. 

𝐽 = (𝑃𝑥𝑀)𝑥𝑁 (3) 

Where P is the number of training samples, M is the number of 

outputs, and N is the number of weights (the number of hidden 

layer neurons).  

𝑒 = (𝑃𝑥𝑀)𝑥𝐼 (4) 

Where P is the number of training samples, M is the number of 

outputs, and I is the unit matrix and the e is error vector 

2) Creation of the Data Set 

A data set is the labeled and ready-to-use data obtained from 

the real world or simulations to train ANN. In addition, the 

values that show some of the specially defined features of the 

data set, which are mostly used as vectors, are called the features 

of the data [21]. 

As we mentioned before, the experimental data is exported 

from Starter, which is the Siemens S120 servo drive 

commissioning software, is labeled and transferred to 

MATLAB. In addition, the normalization of the experimental 

data is performed. After this process, a MATLAB function is 

used again to generate the features of the experimental data. In 

this part root mean square (RMS), integrated absolute value 

(IAV), mean absolute value (MAV) functions of the data, which 

are seen in equations 5 to 8, respectively, are used. 

xrms =  √
∑ xi

2n
i=1

n
 (5) 

xwl =  ∑ |xi − xi−1|
n

i=1
 (6) 

𝑥𝑖𝑎𝑣 =  ∑ |𝑥𝑖|
𝑛

𝑖=1
 (7) 

𝑥𝑚𝑎𝑣 =  
∑ |𝑥𝑖|𝑛

𝑖=1   

𝑛
 (8) 

In Fig.4, the data obtained from the experiment performed 

after adjusting the PID values in the no-load condition of the 

servo system are shown graphically. 

 

 
Fig.4. Example of raw speed data read from the drive 

 

The raw data obtained are normalized before being used to 

train the ANN, and then the RMS values are calculated by 

shifting 32 samples in a sampling window consisting of 256 

values. Windowing functions are functions that multiply signal 

segments. With these functions, it is ensured that the center parts 

of the signal window parts are highlighted. The graph of this 

25

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 10, No. 1, January 2022                                               

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

feature data used for training of ANN is also shown in Fig.5.

 
Fig.5. Example of RMS attribute calculated velocity data 

 

3) Creating ANNs with MATLAB 

In the training process of ANN, Neural Net Fitting tool 

integrated into MATLAB is used to solve the data fitting 

problem by using a two-layer feed-forward network. This tool is 

an application component that allows us to separate the training 

data, validation data and test data, train according to the selected 

algorithm, validate the training, define the network architecture, 

and train the network. In addition, this tool produces many 

outputs that allows us to evaluate training performance, such as 

histogram of errors and regression analysis. Finally, it can 

generate it as a MATLAB function in the completed ANN 

algorithm. The ability to produce an integrated solution in ANN 

training has enabled us to prefer this tool in ANN training. With 

the regression, performance analysis and experiments using 

histograms, which can be seen in Fig.6 , the training validation 

and test data rates and the number of hidden layers has been 

optimized. 

 

 
 

Fig.6. Training performance graph 

 

Furthermore, the generated ANN is tested and verified using a 

variety of experiments that are not included in the training data. 

 

4) Generating Simulink Code 

To run the obtained ANN model on the PLC, the algorithms 

used in MATLAB/Simulink must be converted to a coding 

language supported by PLCs for feature calculation, creation of 

the data array that will feed the ANN, and singularization of the 

result. For this process, the PLC code generator function 

available in Simulink is used. Then, MATLAB functions are 

transferred to the Simulink and the block structure as seen in 

Fig.7 is established. 

In this structure, X refers to the data taken from the real world. 

In the second part, the feature calculation is made and the 

following ConcatMatrix is combined with the ANN feed data 

array with the calculated features. In the third operation, ANN is 

run and recalculated PID values are found, and these data are 

sent to OutConsantrator block to make a single data group to be 

uploaded to the Servo system. 

 

 
 

Fig.7. Simulink program 

 

Then, each function is converted one by one into the SCL 

language specified in PLC programming standards. 

 

C. Industrial Control Systems 

PLCs, one of the control systems used in industrial 

environments, and ProfiNet, one of the communication 

protocols developed to meet industry needs, are preferred as 

stated in the introduction of this study. 

1) PLC 

Programmable logic controllers are devices designed to 

operate in a wide temperature band, in industrial environments 

with vibration and electromagnetic noise, and have a wide range 

of uses from machine automation to process automation due to 

their stable working structure. The two main parameters that 

determine the cycle rate of these devices are the program 

memory unit size and one command processing speed. These 

parameters are designed to meet the needs of the specific area 

where PLCs will be used in industry. There are compact models 

with input and output terminal units, as well as fully modular 

PLCs. 

In this study, Siemens S7-1500 series product is preferred. 

This device is a modular PLC, designed for the control of mid-

to-high-end machines with 300KB programming memory and 

40 ns bit-instruction speed. The MATLAB Simulink PLC code 

generator tool supports this device. It also supports the ProfiNet 

IRT feature without requiring any additional hardware. 

These controllers are used in industry generally with a single 

core CPU. PLCs with this design cannot perform multitasking at 

the single time. Predefined interrupts are used in operating 

systems when this type of multitasking is desired. In cases where 
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it is desired to perform an operation with simultaneous time 

intervals, PLCs’ that designed with cyclic interrupts can be 

chosen. 

 

2) ProfiNet 

ProfiNet is a real-time communication protocol that uses a 

standard Ethernet interface and communicates at Level 2 from 

the OSI layers. ProfiNet can also be defined as a set of protocols 

consisting of different sub-protocols customized according to 

application needs. ProfiEnergy, ProfiSafe, Profinet IO can be 

given as an example. 

ProfiNet IRT, on the other hand, is defined as an advanced 

type of real-time communication protocol that guarantees 

communication data to be sent and received within a 

predetermined synchronization time. This customized protocol 

is preferred especially in motion control operations because of 

its speed and prevention of data loss. The most important thing 

to remember about using this protocol is that it requires ProfiNet 

IRT support on both the controller and the devices to be 

controlled, as well as all network elements that connect these 

two types. 

In this study, the IRT synchronization time is determined as 

“1 ms” and the configuration is made as specified in the network 

settings of the PLC, to ensure that the number of devices we 

communicate with is small and to provide the best possible 

speed of communication. 

The ProfiNet Siemens standard telegram 111, which will be 

used in communication with the servo driver, is used to send 

motion orders to the motor and to upload the calculated PID 

parameters to the driver. However, to transfer the actual 

measurement values required to feed the ANN to the PLC, a 

user-defined 8-word data has been added to the tail of the 

transmit section of this telegram. Fig.8 shows the telegram 

configuration made in the Starter software. 

 

 
Fig.8. ProfiNet telegram configuration 

III. EXPERIMENTAL SETUP 

An experimental setup has been designed in which different 

load characteristics can be applied to train the proposed ANN. 

For this purpose two screws are added to a composite wheel that 

we attached to the motor shaft, and various weights are placed 

on these screws, and experiments are conducted. The 

experiments are started with the condition where the motor is 

completely unloaded, respectively. The motor tune process has 

been completed under these conditions. After this process, data 

record for 3.3 seconds with an input signal as sinusoidal 

velocity-position function depending on the time that we had 

previously determined with the same physical conditions. In this 

data, 8 values to be used to train the ANN are cross sampled with 

100 millisecond time intervals. After this step, the related 

experiment is repeated by changing the speed and current PID 

parameters, respectively. Then the experiments are continued 

with a balanced load placement. The same test procedure is 

applied and repeated for the new physical conditions. Next step, 

an unbalanced load is created by attaching a single weight, and 

the relevant samples are taken by repeating the same test 

procedures. Finally, to create a variable momentum, the load is 

placed on the screw with a sliding motion, and the experimental 

procedures are repeated, and the data to be train ANN is 

collected and recorded. In addition, to better feed the ANN, the 

tuned values obtained in the experiments are used in cross 

conditions, and training data are obtained. After obtaining the 

relevant data, the ANN model is trained. 

  

 

 
 

Fig.9. Experimental setup for ANN training  

As seen in the flow chart in Fig.10, during the training of the 

ANN, the experiments are repeated by changing the test weight 

to create an independent data for the tests, both by attaching two 

weights for the balanced load and by attaching a single weight 

for the unbalanced load. The values obtained from the ANN are 

compared with these values, and the performance of the ANN is 

decided, and the most suitable ANN is decided by testing the 

experiments in a real experimental setup with reduced weight for 

the 3 most suitable ANN designs. The traction current of the 

motor and the tracking error in the speed data are used and the 
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most successful ANN model parameters are embedded to the 

industrial controller. 

 

 
 

Fig.10.  Flow chart for ANN training 

Finally, in our experimental setup, the servo system is 

arranged to communicate with ProfiNet IRT via PLC to test the 

proposed system. The PLC program is rearranged to send the 

motion command to the servo system. In addition, the actual 

measurement values that ANN will use are read and the results 

produced by ANN are write to the relevant PID parameters. 

 

 
 

Fig.11.  Components of experimental setup  

Samples are taken in full experimental setup with a lighter and 

balanced loaded weight that is not used in ANN trainings in the 

newly arranged experimental set. The results of the experiments 

are compared in the discussion, which is the next section of this 

study. 

IV. DISCUSSIONS 

Experiments are repeated using Z-N tuning techniques, which 

are commonly used in the industry, to compare the results of the 

previous experiments with the results of the most recent 

experimental setup. First and foremost, it should be noted that 

the Z-N technique is an experimental technique that begins with 

observational data and is then constrained by the knowledge and 

abilities of the person who commissioned the system for 

optimization. As a result, following the Z-N process, the current 

and speed values are monitored online, the driver is re-adjusted 

using manual optimization techniques, and the experiment is 

repeated. As shown in Figure 12, three different results are 

obtained, with which we can compare the data. First, we look at 

the feedback data obtained with the speed control set value and 

the mean squared error (MSE) data generated in the three 

systems. As seen in Figure 12 and Table 1, the follow-up errors 

in the values obtained with the ANN technique as 2010 which is 

much less than Z-N techniques. This shows that with these 

values calculated by ANN and their continuous control and 

regulation, better results can be obtained completely 

independent of the capabilities of the person who commissioned 

them. 

 
TABLE I 

SPEED MSE COMPARISON TABLE 

 Z-N Optimized ANN 

MSE Speed 171978 23549 2010 
 

 
Fig.12.  Velocity-Time comparison trend 

 

Another control data is the current of the motor. In the motor 

driven by using the parameters obtained with the Z-N 

technique, the motor current was measured as 3.405 amperes on 

average. By using manual optimization techniques, the motor 

current has been reduced to an average of 2.952 amps. In the 

experiment performed using the parameters obtained from the 

ANN technique, the motor current was measured as 0.048 

ampere on average. As seen in Figure 13,  current is much less 

and stable in the same motion characteristic. We can say that 

the motors controlled by the values calculated with the ANN 

work more efficiently by looking at the results of the relevant 

experiments. 

 

 
Fig.13.  Current-Time comparison trend   

28

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 10, No. 1, January 2022                                               

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

V. CONCLUSION 

Given these facts, we can conclude that the ANN technique 

can be used to calculate the PID coefficients of servo systems 

and that these ANN algorithms can be successfully implemented 

within certain limits in the control objects known as PLCs. 

Furthermore, one of the most important features of this system 

is that it collects data from the system at sampling intervals of 

every 3.3 seconds and updates the relevant parameters with the 

new value calculated by the ANN algorithm based on the new 

situation it observes It demonstrates that the system has an 

adaptive structure, and that the proposed intelligent method can 

be used to determine the optimal control parameters, especially 

in systems where power and torque demand can change over 

time. 
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