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A B S T R A C T  

Recently, the container shipping industry has become unpredictable due to volatility 
and major events affecting the maritime sector. At the same time, approaches to estimating 
container freight rates using econometric and time series modelling have become very 
important. Therefore, in this paper, different time-series models have been explored that 
are related to the Shanghai Containerized Freight Index (SCFI). SMA, EWMA, and, SES, 
Holt Winter method are used to describe the data and model. Afterward, the Holt Winter 
method and SARIMA was applied to model and predict the SCFI index. MAPE, RMSE, 
AIC, BIC are used to measure the performances of the models and predictions. We observe 
that the SARIMA model provides comparatively better results than the existing freight rate 
forecasting models while performing short-term forecasts on a monthly rate. Results 
demonstrate that the increase will continue without losing momentum. 
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Introduction 

Nowadays, more and more companies are looking for 
driven decision-makers. Maritime industry intelligence and 
analytics departments and business managers have to regularly 
make forecasts of product sales, inventory, requirements, 
shipment rates, etc. Then, take strategic decisions based on 
these forecast values. For example, retail stores forecast sales. 
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They use data of the consumers’ past purchases and try to 
forecast sales for the coming days. Similarly, energy companies 
forecast production demand of reserves, and price forecast of 
reserves are used to determine long-term investment plans 
whereas demand forecasts are used for short-term production 
planning and competitive pricing. Banks and lending 
institutions forecast new home purchases and venture capital 
firms forecast market potential to evaluate business plans. The 
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maritime industries operate in complex global markets and 
businesses are subject to external forces and constant 
environmental change. The ability to read, understand and 
respond effectively to the range of rapidly moving components 
that make up a market is essential to the modern company’s 
survival. Forecasting is vital to increase profitability and save 
money in the maritime industry. 

Freight prices are at their highest values in history. 
Container freight rates are breaking all-time records. World 
Container Index experienced a 480% increase by reaching 
$8,795.77 for each 40 ft container between January 2020 and 
August 2021 (Drewry, 2021). The reasons behind this increase 
can be listed as that the mobility which started with the 
pandemic period together with other factors such as maritime 
trade wars, previously established and strengthened joint 
service structures, alternative routes, empty container 
problems, oil price volatility, the ship that blocked the Suez 
Canal, the spread of vaccine and normalization, increasing 
demands, supply shortages, Christmas preparation in global 
trade, and expected rapid growth in world trade. This shows 
that a new era has begun in maritime trade in the light of recent 
developments. 

Figure 1. Ever Given: Ship that blocked Suez Canal (BBC, 2021) 

A large container ship called Ever Given, owned by the 
Evergreen company, disturbed the sea traffic for 6 days in 
March 2021, when it went aground during its passage through 
the Suez Canal, which is the passage for 12% of world trade 
(Figure 1). This incident caused commercial delays and 
financial losses in supply chains around the world. It is 
estimated that there is a loss of an average of 50 billion dollars. 
Moreover, oil prices in international markets increased by 4% 
(BBC, 2021). 

With such an extreme breaking point that is due to a ship 
blocked a canal for 6 days, the dimensions of the dangers facing 
the maritime industry can be seen quite clearly when compared 
to the global epidemic (pandemic) that lasted for months. 
Besides this, world trade is struggling with the empty container 

problem. Thus, many traders are facing challenges to deliver 
their export products to customers (Ship Technology, 2021). 

Christmas preparations in global trade started early this 
year. Global buyers, who were unable to fill their shelves before 
Christmas due to the supply disruptions last year because of the 
pandemic, are in a rush to restock by moving their orders to an 
earlier time to avoid a similar situation. Experts warn about the 
acceleration of trade may cause a new crisis in the container 
market, and besides the equipment shortage, freight prices, 
which have increased by 300% in the last year and a half, may 
have an increasing trend (Dunya, 2021). 

Forecasting is an important tool for maintaining the 
competitiveness of container lines and ports, formulating 
appropriate short-medium term strategies, and planning. In 
times of crisis or when all circumstances are normal, the 
importance of forecasting can be clearly noticed. Major 
fluctuations during the pandemic period affect index rates. 
Shanghai Containerized Freight Index (SCFI), one of the most 
important indices, is regarded as an important evaluation factor 
for container shipping in the maritime industry. SCFI is also a 
solid indicator in terms of supply and demand balance, 
container shipping, world trade movement, and the shipping 
industry. 

SCFI focuses on Shanghai export container transport 
market spot rates, which are generally considered to be 
periodical and more sensitive. Shanghai export container 
transport market spot rates include a composite index, 15 
shipping routes, and freight rates. The freight indices reflect the 
ocean freight and the associated seaborne surcharges of 
individual shipping routes on the spot market, where: Shipping 
routes: major container trade routes export from Shanghai to 
the following regions: Europe, Mediterranean Sea, US west 
coast, US east coast, Persian Gulf, Australia/New Zealand, West 
Africa, South Africa, South America, West Japan, East Japan, 
Southeast Asia, Korea. SCFI refers to volume weighted average 
prices of space book on spot market by common shippers, 
which are not influenced by peculiarity of shippers’ enterprises 
or container volume. (Shanghai Shipping Exchange, 2020). 

The composite index is the weighted average of all routes: 
the average spot freight rate of the specific route is divided by 
average price of its base period. The result multiplies its 
weighting and its base period index to obtain a value of each 
route. All the route values shall then add up to obtain the total 
value (Shanghai Shipping Exchange, 2020). 

Forecasting is one of the most significant elements for all 
types of industries and the maritime industry is not an 
exception. Since it is impossible to predict the events that affect 
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the shipping market and they happen suddenly, the changes in 
the market are also fluctuating and stochastic (Goulielmos et 
al., 2009). 

However, such cycles and tendencies are not a new concept 
in the shipping industry. In fact, these are the integrated part of 
the industry for centuries (Stopford, 2009). Therewithal, being 
able to predict some of these swings can easily help carriers and 
shippers to capitalize on the fluctuations by allowing them to 
make the right decisions at the right times (Dixon, 2010). 

In literature, several forecasting studies use maritime trade 
indices and volumes. The first study on time series is conducted 
by Klein & Verbeke (1987) and is the study carried out for the 
Antwerp port by using univariate time series with monthly data 
in Antwerp port. A multivariate time series model was used in 
another study for steel traffic flow in the Antwerp port (Klein & 
Verbeke, 1987). A long-term predictive value interval model 
was developed for forecasting the SCFI by fuzzy time series 
(Chou, 2017). Munim & Schramm (2017) proposed a state-of-
the-art volatility forecasting method for container shipping 
freight rates. Another article on forecasting explored the use of 
SARIMA models in forecasting containers throughout several 
major international container ports while taking into 
consideration seasonal variations (Farhan & Ong, 2018). Shu et 
al. (2014) forecasted both freight and container outputs for 
Hong Kong and Kaoshsiung ports with ARIMA and Grey 
Model and modified with Fourier to increase the accuracy of 
these two models. Pang & Gebka (2017) used SARIMA, 
Additive Seasonal Holt-Winters (ASHW), Multiplicative 
Seasonal Holt-Winters (MSHW), and Vector Error Correction 
Models (VECM) to forecast the container output of Tanjunk 
Priok port, which is Indonesia’s largest port. 

In this paper, different time-series models have been 
explored that are related to the SCFI index. Different models 
and approaches such as SMA, EWMA, and, SES, Holt Winter 
method are used to describe the data and model. the 
Augmented Dickey-Fuller (ADF) was applied test on the trends 
and seasonality (time-invariant), which have been adjusted 
from the series so that the time series model can be applied. 
Later on, ACF and PACF have been calculated so that the time 
series can be determined for the model. For the model and 
forecasting of the SCFI index, the SARIMA and Holt Winter 
methods have been utilized. Moreover, in the evaluation of the 
models’ and predictions’ performances, the MAPE, RMSE, 
AIC, and BIC have been used. 

Materials and Methods 

In the study, Shanghai Containerized Freight Index data 
from February 2016 to July 2021 was used. These data are 
modeled with the Python programming language. The 
proposed SCFI index forecasting methodology includes the 
following stages: describing the data and model, model 
identification and estimation, evaluation and forecasting, 
results. 

Data and Model Description 

Time series are well-defined data sets collected at variable 
time intervals and at equal time intervals. Analysis of time series 
includes some stages. Firstly, the data to be modeled should 
have a normal distribution. If the data is not normally 
distributed, the data will need to be converted to ensure the 
normal distribution of data. The conversion of data (such as 
square root or logarithms) ensures the fixation of the variance 
in a series with varying variation (Dasyam et al., 2015). 

Later on, whether the series is stationary or not. Box-Jenkins 
model assumes that the time series is stationary. A stationary 
time series has a stationary mean, stationary variance, and 
stationary autocorrelation. These values are determined by 
using autocorrelation (ACF) and partial autocorrelation 
functions (PACF) and Dickey-Fuller (ADF) test (Awal & 
Siddique, 2011). Correlograms (ACF and PACF graphs) can 
show a stationarity pattern or a unit root with significant lags. 
A more subjective way to evaluate is using (augmented) Dickey-
Fuller (ADF) test statistics (Dickey & Fuller, 1979). The null 
hypothesis is that the series has a unit root. The alternative 
hypothesis is that the time series is stationary (or trend-
stationary). 

Model Identification and Estimation 

In the study, smoothing methods and the Box-Jenkins 
method were used in time series analysis. 

A simple moving average (SMA) is an arithmetic moving 
average calculated by adding recent prices and then dividing 
that figure by the number of time periods in the calculation 
average. SMA is given as follows: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡+𝑠𝑠 = ∑ (2ℎ + 1)−1ℎ
𝑠𝑠=−ℎ 𝑦𝑦𝑡𝑡+𝑠𝑠,   𝑡𝑡 = ℎ + 1,ℎ + 2, … ,𝑛𝑛 − ℎ (1) 

With (𝑡𝑡 + 𝑠𝑠) observations of 𝑦𝑦𝑡𝑡+𝑠𝑠 , ℎ denotes a positive 
integer, 𝑠𝑠 is the seasonal indices, 𝑡𝑡 is the time period (Khogali 
et al., 2002). 
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Exponentially Weighted Moving Average (EWMA) will 
allow us to reduce the lag effect from SMA and EWMA will put 
more weight on values that occurred more recently. EWMA 
formula is as follows: 

𝐸𝐸𝐸𝐸𝑆𝑆𝑆𝑆𝑡𝑡 = 𝛼𝛼𝑦𝑦𝑡𝑡 + (1 − 𝛼𝛼)𝐸𝐸𝐸𝐸𝑆𝑆𝑆𝑆𝑡𝑡−1,    𝑡𝑡 = ℎ + 1, ℎ + 2, … , 𝑛𝑛 − ℎ (2) 

where 𝛼𝛼 is the weight and 𝑡𝑡 is the time period of the series. 
EWMA is a recursive process that continues until reaches the 
𝐸𝐸𝐸𝐸𝑆𝑆𝑆𝑆0 (Lucas & Saccucci, 1990). 

The Holt-Winters method is a very common time series 
forecasting procedure capable of including both trend and 
seasonality. The method is also called “double exponential 
smoothing”. Holt-Winter is used for exponential smoothing to 
make short-term forecasts by using “additive” or 
“multiplicative” models with increasing or decreasing trends 
and seasonality. Smoothing is measured by beta and gamma 
parameters in Holt’s model. The Holt-Winters seasonal 
method consists of the forecast equation and three smoothing 
equations which are one for the level  𝑙𝑙𝑡𝑡 , one for the trend 𝑏𝑏𝑡𝑡 , 
and one for the seasonal component 𝑠𝑠𝑡𝑡 ,  with smoothing 
parameters 𝛼𝛼, 𝛽𝛽, 𝛾𝛾 . 𝑚𝑚 is used to define the seasonality of 
frequency. The component form for the additive model is as 
follows: 

𝑦𝑦𝑡𝑡+ℎ|𝑡𝑡 = 𝑙𝑙𝑡𝑡 + ℎ𝑏𝑏𝑡𝑡 + 𝑠𝑠𝑡𝑡+ℎ−𝑚𝑚(𝑘𝑘+1), (3) 

𝑙𝑙𝑡𝑡 = 𝛼𝛼(𝑦𝑦𝑡𝑡 − 𝑠𝑠𝑡𝑡−𝑚𝑚) + (1 − 𝛼𝛼)(𝑙𝑙𝑡𝑡−1 + 𝑏𝑏𝑡𝑡−1), 

𝑏𝑏𝑡𝑡 = 𝛽𝛽∗(𝑙𝑙𝑡𝑡 − 𝑙𝑙𝑡𝑡−1) + (1 − 𝛽𝛽∗)𝑏𝑏𝑡𝑡−1, 

𝑠𝑠𝑡𝑡 = 𝛾𝛾(𝑦𝑦𝑡𝑡 − 𝑙𝑙𝑡𝑡−1 − 𝑏𝑏𝑡𝑡−1) + (1 − 𝛾𝛾)𝑠𝑠𝑡𝑡−𝑚𝑚, 

The component form for the multiplicative model is as 
follows: 

𝑦𝑦𝑡𝑡+ℎ|𝑡𝑡 = (𝑙𝑙𝑡𝑡 + ℎ𝑏𝑏𝑡𝑡)𝑠𝑠𝑡𝑡+ℎ−𝑚𝑚(𝑘𝑘+1), (4) 

𝑙𝑙𝑡𝑡 = 𝛼𝛼(𝑦𝑦𝑡𝑡/𝑠𝑠𝑡𝑡−𝑚𝑚) + (1 − 𝛼𝛼)(𝑙𝑙𝑡𝑡−1 + 𝑏𝑏𝑡𝑡−1), 

𝑏𝑏𝑡𝑡 = 𝛽𝛽∗(𝑙𝑙𝑡𝑡 − 𝑙𝑙𝑡𝑡−1) + (1 − 𝛽𝛽∗)𝑏𝑏𝑡𝑡−1, 

𝑠𝑠𝑡𝑡 = 𝛾𝛾(𝑦𝑦𝑡𝑡/𝑙𝑙𝑡𝑡−1 − 𝑏𝑏𝑡𝑡−1) + (1 − 𝛾𝛾)𝑠𝑠𝑡𝑡−𝑚𝑚, 

where 𝑘𝑘 is the integer part of (ℎ − 1)/𝑚𝑚 , which ensures 
that the estimates of the seasonal indices used for forecasting 
come from the final year of the sample. The level of the equation 
shows a weighted average between the seasonally adjusted 
observation (𝑦𝑦𝑡𝑡 − 𝑠𝑠𝑡𝑡−𝑚𝑚) and the non-seasonal forecast (𝑙𝑙𝑡𝑡−1 +

𝑏𝑏𝑡𝑡−1) for time 𝑡𝑡. The trend equation is identical to Holt’s linear 
method. The seasonal equation shows a weighted average 
between the current seasonal index, (𝑦𝑦𝑡𝑡 − 𝑙𝑙𝑡𝑡−1 − 𝑏𝑏𝑡𝑡−1), and the 
seasonal index of the same season last year. Triple exponential 
smoothing applies exponential smoothing three times, which 
combines double exponential smoothing (Holt’s method) and 
simple exponential smoothing. Thus, the method is useful for 
determining the level, trend and seasonality, and rapidly makes 
us of them in a forecast. 

Box-Jenkins method is based on discrete and linear 
stochastic processes. Major Box-Jenkins forecasting models are 
autoregressive (AR) integrated (I) moving average (MA) and 
seasonal (S) autoregressive integrated moving average. The 
general structure of this model is represented as ARIMA (p, d, 
q) × (P, D, Q). The main approach in the Box-Jenkins model is
based on the combination of the value of the currently studied
variable and the random shocks with the weighted sum of the
previous values. Whether the series is stationary or not and it
has a seasonal effect is decisive in model selection. Therefore,
firstly, the properties of the time series are revealed, and a
suitable model will be tried to be find.

Time series usually consists of cyclical properties that 
seasonal variation is used to eliminate the effects of seasonality. 
These models are named as SARIMA models. SARIMA models 
are often described as SARIMA(𝑝𝑝,𝑑𝑑, 𝑞𝑞) × (𝑃𝑃,𝐷𝐷,𝑄𝑄)_𝑆𝑆  where 𝑃𝑃  
is the order of the seasonal autoregressive (SAR) part. 𝐷𝐷 is the 
order of the seasonal differencing. 𝑄𝑄 is the order of the seasonal 
moving-average (SMA) process. 𝑆𝑆 is the length of the seasonal 
cycle. SARIMA model’s formula is as follows:  

𝜑𝜑(𝐵𝐵)∅(𝐵𝐵𝑆𝑆)∇𝑑𝑑∇𝑆𝑆𝐷𝐷𝑦𝑦(𝑡𝑡) = 𝜃𝜃(𝐵𝐵)𝜗𝜗(𝐵𝐵𝑆𝑆)𝜀𝜀(𝑡𝑡) (5) 

with 

∅(𝐵𝐵𝑆𝑆) = 1 − ∅1𝐵𝐵𝑆𝑆 − ⋯− ∅𝑃𝑃𝐵𝐵𝑃𝑃𝑆𝑆 

𝜗𝜗(𝐵𝐵𝑆𝑆) = 1 + 𝜗𝜗1𝐵𝐵𝑆𝑆 + ⋯+ 𝜗𝜗𝑄𝑄𝐵𝐵𝑄𝑄𝑆𝑆  

∇𝑆𝑆𝐷𝐷𝑦𝑦(𝑡𝑡) = (1 − 𝐵𝐵𝑆𝑆)𝐷𝐷𝑥𝑥(𝑡𝑡) 

In the formula, ∇ is the difference operator; 𝜑𝜑(𝐵𝐵) is the 
autoregressive polynomial of 𝑝𝑝 with autoregressive parameter 
of 𝜑𝜑1,𝜑𝜑2, … ,𝜑𝜑𝑝𝑝; 𝜃𝜃(𝐵𝐵) denoted moving average polynomial of 
𝑞𝑞, as the moving average parameter described as 𝜃𝜃1,𝜃𝜃2, … ,𝜃𝜃𝑞𝑞 ; 
stationary time series reflects as 𝛻𝛻𝑑𝑑𝑥𝑥(𝑡𝑡); 𝜀𝜀(𝑡𝑡)  is independent 
white noise and suits the Gaussian distribution. 

 ∅(𝐵𝐵𝑆𝑆) indicates seasonal autoregressive polynomial as 
∅1,∅, … ,∅𝑃𝑃 acts as the seasonal autoregressive parameter. 
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𝜗𝜗(𝐵𝐵𝑆𝑆) stands for seasonal moving average polynomial as 
𝜗𝜗1,𝜗𝜗, … ,𝜗𝜗𝑄𝑄 acts as seasonal mobbing average parameter; ∇𝑆𝑆𝐷𝐷 
signifies the seasonal difference which goes through the 𝐷𝐷 order 
(Yang et al., 2017). 

Evaluation and Forecasting 

In order to evaluate the forecasting model, the following 
evaluation criteria are introduced; where y(t) is the actual value 
of a point for the given time period t, n is the total number of 
fitted points, and where 𝑦𝑦(𝑡𝑡) is the actual value of a point for 
given time period 𝑡𝑡,𝑛𝑛 is the total number of fitted points, and 

𝑦𝑦(𝑡𝑡)�  is the fitted forecast value for the time period 𝑡𝑡 (Agrawal 
et al., 2018). 

RMSE (Root mean square error): 

𝑅𝑅𝑆𝑆𝑆𝑆𝐸𝐸 = �∑ (𝑦𝑦(𝑡𝑡)−𝑦𝑦(𝑡𝑡)� )2𝑛𝑛
𝑡𝑡=1

𝑛𝑛
(6) 

MAPE (Mean absolute percentage error): 

𝑆𝑆𝑆𝑆𝑃𝑃𝐸𝐸 = 100
𝑛𝑛
∑ �𝑦𝑦(𝑡𝑡)−𝑦𝑦(𝑡𝑡)�

𝑦𝑦(𝑡𝑡)
�𝑛𝑛

𝑡𝑡=1  (7) 

Root mean square error is an absolute measure of error that 
squares deviations to prevent positive and negative deviations 
from canceling each other. 

Mean absolute percent error is a relative measure of error 
that uses absolute values to prevent positive and negative errors 
from canceling each other and uses relative errors to enable you 
to compare the predictive accuracy between time series models. 

AIC and BIC measure the model’s prediction error and are 
used for model selection. Given a set of constructed models for 
the series, the model with the minimum AIC, BIC values is 
preferred. 

Akaike information criterion (AIC): 

𝑆𝑆𝐴𝐴𝐴𝐴 = 2𝑘𝑘 − 2𝑙𝑙𝑛𝑛(𝐿𝐿) (8) 

Bayesian information criterion (BIC): 

𝐵𝐵𝐴𝐴𝐴𝐴 = 𝑘𝑘𝑙𝑙𝑛𝑛𝑛𝑛 − 2𝑙𝑙𝑛𝑛𝐿𝐿  (9) 

where 𝑘𝑘 is the number of estimated parameters, 𝑛𝑛 is the time 
period of the series, and 𝐿𝐿 is the maximum value of likelihood 
functions (Burnham & Anderson, 2004). 

Results and Discussion 

In the period from February 2016 to August 2021, SCFI is 
shown in Figure 2.  

Figure 2. Time series plots of original SCFI 

First, we focused on the comparison of Exponentially 
Weighted Moving Averages and Simple Moving Averages to 
determine the performance and complexity. The results are 
shown in Figure 3. The comparison includes the data between 
February 2016 and August 2021. 

Figure 3. Simple moving averages to exponentially weighted 
moving averages 

It is shown that this technique does a poor job of forecasting 
when there is a trend in the data as seen in Figure 3. As shown 
in the Figure 3, traders with a short-term perspective may not 
care about which average is used, since the difference between 
the two averages is usually a matter of mere cents. In the next 
section, we’ll look at Simple Exponential Smoothing, Double 
and Triple Exponential Smoothing with the Holt-Winters 
Methods. 

Figure 4. Comparison of model performances 
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In this section, we are going to focus on extending our 
models for future forecasts. To do this, we are going to divide 
our current data into testing and training sets and then work on 
the trained model to evaluate its performance. Because of the 
importance of forecast accuracy, a test should be performed to 
verify forecast accuracy by comparing forecast values with 
observational values. (Chen et al., 2018). According to Farhan 
& Ong (2018), while measuring forecast accuracy, it is better to 
use the combination of different measures to evaluate the 
forecast accuracy. MAPE and MAE are two of these 
combinations. 

We can also address different types of change 
(growth/decay) in the trend. Our time series displays an 
exponential (curved) trend. We use a multiplicative 
adjustment. In Figure 4, we can see that Trible Exponential 
Smoothing is a much better representation of the time-series 
data. Although minor, it does appear that a multiplicative 
adjustment gives better results. Note that the green line almost 
completely overlaps the original data. RMSE and MAPE values 
were given in Table 1. In finding the performances of the 
resulting models, performance evaluation formulas provided in 
equations (1) and (2) were used. Also, forecast values for the 
August 2021- March 2022 periods are provided in Table 2. 

Table 1. The Holt-Winters Methods prediction outcome and 
performance evaluation 

SCFI RMSE MAPE 
The Holt-Winters Methods 743.61 649.30 

Table 2. The forecast values of SCFI by Using Holt-Winters 
Methods 

Month Forecast Values 

2021-08-01 4673.516318 
2021-09-01 5308.626677 
2021-10-01 5517.084727 
2021-11-01 6834.825919 
2021-12-01 8140.522746 
2022-01-01 9427.757152 
2022-02-01 9072.097432 

For time series modeling, time series data is said to be 
stationary if it does no exhibit trends or seasonality. That is, the 
mean, variance and covariance should be the same for any 
segment of the series and are not functions of time. There is a 
statistical hypothesis under this test. 

H0: Data has unit root and is non-stationary;  
H1: Data has no unit root and is stationary 
The Augmented Dickey–Fuller (ADF) test is applied for 

testing the stationarity for the data series presented in Table 3. 

Table 3. ADF test results for evaluating stationarity 

SCFI Original 
1st order 

difference 
2nd order difference 

ADF 
(p-value) 

1.000 0.161 <0.000188 

From the Table 3, after second order difference, the p value 
is very less than the significance level of 5% and hence one 
cannot accept the null hypothesis H0 and make a decision that 
data series are stationary. 

Decomposition of time series is applied to describe the 
trend and seasonal factors in a time series observation. When 
we decompose a time series into components, we usually 
combine the trend and cycle into a single trend-cycle 
component. Thus, we think of a time series as comprising three 
components: a trend-cycle a seasonal, and a remainder 
component. In Figure 5, although small in scale compared to 
the overall values, there is a definite annual seasonality. The plot 
shows the decomposition of our time series data in its seasonal 
component, its trend component, and the remainder (Figure 5). 

Figure 5. Decomposition of time series 

Figure 6. ACF plot of SCFI 
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Figure 7. PACF plot of SCFI 

The ACF and PACF plots helps us to confirm stationarity. 
The data are clearly non-stationary, with some seasonality, so 
we will first take a seasonal difference. The seasonally 
differenced data are shown in Table 3. The ACF and PACF plots 
of SCFI are examined and the degrees of seasonal and non-
seasonal autoregression (AR) and moving average (MA) 
processes are determined. The linear decline of ACF is slow and 
that there is a significant meaningful block in PACF for SCFI. 
(Figure 6 and Figure 7).  

Following is the sample PACF for this series. The first 2 lag 
value is statistically significant, whereas partial autocorrelations 
for all other lags are not statistically significant. According to 
the plot of the residuals in Figure 5. Residuals are normally 
distributed and follows a linear trend. Overall, the model shows 
good forecasting accuracy and used to predict future values. 
The model’s forecast accuracies were calculated and compared 
by RMSE and MAPE. The RMSE and MAPE in SARIMA are 
also relatively low. The selected model shows good forecasting 
accuracy of the testing set. Considering that the second 
difference in the series is also stationary, the SARIMA (0,2,3) 
(1,0,0)12 model is chosen as the appropriate model. The selected 
model is verified to be appropriate using the stepwise model 
selection method.  

The comparison of the Holt-Winters methods and 
SARIMA with model prediction outcome and performance 
evaluation is shown in Table 4. SARIMA marginally performed 
with a tightly lower errors when compared to the Holt-Winters. 
The SARIMA models, where error values are lower, are found 
more suitable models for forecasting SCFI. According to the 
results in Table 5, SARIMA (0,2,3) (1,0,0)12 is the found the 
most suitable model for forecasting SCFI. 

Since model performance and diagnostics are controlled, 
the forecasting results can be examined 6-month forecasting is 
utilized with the SARIMA models. The forecasted values are 
also shown in Table 6. 

Table 4. SARIMA and the Holt-Winters Methods prediction 
outcome and performance evaluation 

SCFI RMSE MAPE 
SARIMA (0,2,3) (1,0,0)12 338.60 318.23 
Holt-Winters Methods  
(Double Exponential Smoothing) 

561.14 519.867 

Holt-Winters Methods 
(Triple Exponential Smoothing) 

3727.24 3037.74 

Table 5. SARIMA models prediction outcome and 
performance evaluation (AIC and BIC) 

SCFI AIC BIC 
SARIMA(0,2,0)(1,0,1)12 819.35 830.22 
SARIMA(1,2,0)(1,0,0)12 815.93 827.07 
SARIMA (0,2,1)(0,0,1)12 799.52 812.17 
SARIMA (0,2,1)(1,0,1)12 798.17 810.19 
SARIMA (1,2,1)(1,0,0)12 798.06 810.17 
SARIMA (0,2,3)(1,0,1)12 794.02 805.12 
SARIMA (0,2,2)(0,0,2))12 798.20 810.21 
SARIMA(0,2,3)(0,0,0)12 793.87 804.59 

When the forecasting results are shown with graphs, SCFI 
forecasting results are showed that the increase will continue 
(Figure 8). 

Table 6. The forecast values of SCFI by Using SARIMA 

Month Forecast Values 

2021-08-01 4186.648130 
2021-09-01 4555.021128 
2021-10-01 4821.787789 
2021-11-01 5228.400601 
2021-12-01 5674.845754 
2022-01-01 6127.352350 
2022-02-01 6310.557688 

Figure 8. Forecasting of SCFI 
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Conclusion 

In this study, we have tried to contribute to the 
improvement of the forecast accuracy of SCFI by using two 
different time series modelling approaches and appropriate 
criteria to provide the assumptions of the approaches. For this 
purpose, SCFI data was examined by Holt-Winters and 
SARIMA methods. The study results demonstrate SARIMA 
model seems to be more precise and accurate model. SARIMA 
model has the minimum MAPE and RMSE values when 
compared with Holt-Winters. As a result of time series analysis, 
the chosen SARIMA model can be used to predict future values 
because the forecasting accuracy is acceptable. It was found that 
the most suitable model is SARIMA (0,2,3) (1,0,0)12. In line with 
the determined SARIMA model, forecast values for the period 
August 2021-February 2022 have been calculated. According to 
the results of the analysis, it is predicted that the increase will 
continue without losing momentum. Since the beginning of 
2021, container shipping spot freight rates have continued to 
rise due to the major imbalance between demand and effective 
maritime container transport capacity. The Shanghai 
Containerized Freight Index (SCFI) rose above 4,000 points for 
the first time in history. This increase can be associated with 
goods that are unable to be transported due to pandemic 
(lockdown), the intensive transportation of the goods that are 
kept in stock, and the increasing demands before Christmas, 
blocking off the Suez Channel by Evergreen, which happened 
suddenly during the transportation process that started after 
the pandemic, short-term breaks in world supply chains, empty 
container problem due to above-mentioned facts and the 
pandemic, and rises in inflation in the world. As a result of these 
developments, it is seen that the limited ship capacity leads to 
an increase in the freights in this current situation where 
transportation costs are increasing. Shipping market analysts 
can benefit from the performance of the proposed satisfactory 
forecasting models and integrate them into their administrative 
toolkits. 
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