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Abstract: Since the beginning of  the pandemic, the home insurance sector has suffered from various difficulties. One of  the 
most important difficulties was assessing the damages in the insurance owners’ homes. Due to the current pandemic, letting the 
experts assess the damages in place is a life-threatening risk. Therefore, the idea of  automatically assessing the damage is born. This 
study aims to create a full report for home damages using Convolutional Neural Network (CNN) and various large deep learning 
architectures such as EfficientNet, ResNet, U-Net, or Feature Pyramid Network (FPN). Multiple models for tasks such as binary 
classification and instance segmentation were developed to create an end-to-end reporting pipeline. In more detail, the pipeline 
consists of  two binary classification models and a segmentation model. Binary classification models are responsible for detecting if  
the picture is indoors and if  there is a wall in the picture, whereas the instance segmentation model is responsible for segmenting 
the damaged parts of  the wall class. The effectiveness of  the pipeline was measured using different metrics for each task, including 
accuracy, F1, Intersection over Union (IoU), and Dice scores. The data for each task is labeled by hand and fed to models. The 
results show that the constructed pipeline can successfully classify and segment the given images according to the needs of  our 
project. The project will affect the home insurance assessment procedure and time spent tremendously by automatizing these 
repetitive processes.

Keywords: Deep learning, convolutional neural networks, semantic segmentation, classification.

* Corresponding author. 
Email: fabut@cu.edu.tr

Several studies have been conducted in the literature to 
assess household damages using different methods. For 
example, Perez et al. [5] used close-up images to classify 
the defect in the building based on VGG-16. The study 
predicts the defect and localizes the possible defect using 
Class Activation Mapping (CAM). Yu et al. [6] proposed 
a novel method based on deep convolutional neural net-
works to identify and localize damages of building struc-
tures equipped with smart control devices. Li et al. [7] de-
signed a platform to automatically estimate home damage 
levels in disaster areas through crowdsourcing ideas and 
CNN approaches. Feng et al. [8] developed a highly ac-
curate structural damage detection method using a deep 
convolutional neural network with transfer learning. 
Naito et al. [9] proposed a method for detecting damaged 
buildings in the event of an earthquake using machine 
learning models and aerial photographs. These previous 
solutions, techniques, or discussions do not offer an in-
dustry-level solution. Instead, the topic has been covered 
by an academic view, and the images studied are not from 
real-world data, i.e., not shot on mobile phones or taken 

1. Introduction
Since the beginning of the pandemic, people tend to make 
less contact with strangers or even with relatives as they 
should be. However, in particular areas of the natural 
flow of life, getting in touch with somebody is inevitable, 
i.e., during shopping, working, and public transporting. 
The pandemic has changed the way people live drastical-
ly. During this era, people are witnessing how the most 
deep-seated habits, traditions, and the way people behave 
are transforming at a killing pace [1]. 

With the advanced computer technologies and the pan-
demic force, contactless applications are trending as never 
been before, and it seems that they will still be the hot 
topic for a while [2-4]. Before the pandemic, all these ap-
plications were in the “Nice-To-Have” category, but now, 
they have settled in the “Must-Have” shelf robustly. Con-
sidering these new pandemic normals, the “Household 
Damage Assessing” project has been implemented to au-
tomate these cumbersome processes. 
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by building surveyors.

This study aims to create a full report for home damages 
using CNN and various large deep learning model archi-
tectures such as EfficientNet, ResNet, U-Net, or Feature 
Pyramid Network (FPN). Mainly, the contributions of 
this study can be summarized as follows:

•	 We created the input data based on 3.700 labeled 
ground truth images retrieved from Anadolu Sigor-
ta’s own database. Those images are only from house 
damage claims. 

•	 Multiple models for binary classification and instance 
segmentation were developed to create an end-to-
end reporting pipeline. The pipeline consists of two 
binary classifiers and a segmentation model in more 
detail. Binary classifiers are responsible for detecting 
if the picture is indoors and if there is a wall in the 
picture. In contrast, the instance segmentation mod-
el is responsible for segmenting the damaged parts of 
the wall class.

•	 The performance of the classification models has been 
evaluated by calculating the confusion matrix and 
the accuracy, F1, Intersection over Union (IoU), and 
Dice scores.

The rest of the paper is structured as follows. Section 2 
gives information about the dataset and methodology. 
Section 3 presents the results and discussion. Section 4 
concludes the paper along with possible research direc-
tions.

2. Dataset and Methodology
The model pipeline, illustrated in Figure 1, is constructed 
by three different deep learning models connected with 
their image inputs and filtered outputs in an end-to-end 
fashion. 

The input pictures from a home insurance claim are first 
fed to a binary classifier which classifies the picture as in-
door or notIndoor. Then, if an indoor image is detected, 
another binary classifier classifies the image as wall or 
notWall. Finally, suppose an image of a wall is detected. 
In that case, it is fed to the damage segmentation model, 
which segments the damages that are present in the image 
with respect to their damage class and produces output 
mask images.

The utilized input data consists of images retrieved from 
Anadolu Sigorta’s own database and are only from house 
damage claims. Figure 2 shows some samples from each 
pipeline class. The data can be tagged in a wide variety 
of semantic classes. We have used and labeled the data 
in three different semantic meanings for their respective 
objectives: indoor-outdoor classification, wall-not wall 
classification, and semantic segmentation of wall damages 
with four different classes of wall damages: crack, water 
stain, paint peeling, and shatter. We used 1.425 labeled 

Figure 1. Flowchart of the home damage assessment pipeline

Figure 2. Samples from each pipeline class (indoor, wall, and crack)
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images for each classification task and 2.374 labeled imag-
es for the segmentation task.

For all objectives, we have used a variety of pre-processing 
methods which go hand in hand with both the objective 
and used modeling methods, such as image augmentation 
(i.e., flip, blur, or saturation), resizing, or normalizing the 
images. All images in all objectives have been resized to a 
384x384 resolution to standardize the image resolutions 
as input to the deep learning model, reducing the training 
time and required VRAM. 

For classification objectives, we haven’t used any pre-pro-
cessing methods other than resizing and normalizing. 
For the segmentation task, we have used Gaussian blur-
ring and random brightness contrast augmentation func-
tion from the “Albumentations” [10] library in Python, 
with the probability of application p=0.3 and a custom 
random box-blurring augmentation, which blurs a small 
box-shaped portion of the image with the probability of 
application p=0.7.

Several metrics have been proposed in the literature to 
evaluate the performance of binary classification and 
segmentation models. We summarize the most popular 
metrics for assessing the accuracy of classification and seg-
mentation models.

•	 Accuracy / F1-score can be defined for a bi-class 
problem or for each class in the case of multiclass as 
follows (TP, TN, FP, and FN refer to the true pos-
itives, true negatives, false positives, and false nega-
tives, respectively):
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•	 Intersection over Union (IoU): IoU is defined as the 

area of intersection between the predicted segmenta-
tion map A and the ground truth map B, divided by 
the area of the union between the two maps:
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•	 Dice: Dice coefficient is a popular metric for image 
segmentation, which can be defined as twice the over-

lap area of predicted and ground-truth maps, divided 
by the total number of pixels in both images. 
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We used CNN along with various large deep learning 
model architectures. CNN has become hugely popular 
because of its architecture which automatically performs 
feature extraction for image classification. CNN uses two 
operations called ‘convolution’ and ‘pooling’ to reduce an 
image into its essential features and uses those features to 
understand and classify the image. 

We experimented with a wide range of combinations for 
training the deep learning models for each of their respec-
tive tasks and evaluated each experiment using the evalua-
tion metrics defined in Section 2.3. We used the PyTorch 
[11] library in Python for experimenting and constructing 
deep learning models. We utilized the transfer learning 
method, which transfers weights of models trained on 
large datasets, such as ImageNet, to a new model that 
we train on our specific objective and data. We used pre-
trained models from timm [12] and SMP [13] packages 
for classification and segmentation, respectively. Further-
more, we used CrossEntropyLoss from the torch library 
as the main loss function since the data is not in an im-
balanced state. 

For the segmentation task, we have experimented with a 
large family of deep learning model architectures such as 
EfficientNet [14] or ResNet [15] overall objectives. After 
that, as illustrated in Figure 3, we also experimented with 
U-Net [16] and FPN [17] architectures for the segmen-
tation task, using the SMP library, which serves segmen-
tation models that are using pre-trained EfficientNet or 
ResNet architecture weights. Figure 4 represents some 
damage segmentation model outputs overlaid on predict-
ed images.

Also, we constructed a custom learning rate scheduler de-
pendent on the number of epochs and Adam optimiza-
tion function from the torch library. We used 20% of the 
training dataset as validation and used two different test 
datasets. After the training phase, we applied different 
post-processing methods to the output for stabilizing the 
predictions and reducing the number of errors.

We used thresholding to reduce the number of incorrect-

 

Figure 3. Visualization of segmentation process of a random sample using U-Net model architecture
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ly predicted pixels while keeping the number of correctly 
predicted pixels roughly the same. Thus, we have selected 
different thresholds and experimented with optimizing 
the evaluation metrics. We have found that the value 0.2 
was the optimal threshold value for all four classes.

   

      

Figure 4. Damage segmentation model outputs overlaid on predicted 
images

To reduce the number of false positives (i.e., ground truth 
has no damage, the prediction has little damage), we have 
used a min_pixel_ratio value, which returns an empty 
mask if the predicted number of pixels over total pixels 
in the image is not greater than the min_pixel_ratio. 
This approach prevents the output of 1 pixel for an empty 
mask, resulting in a score of 0. According to our experi-
ments, this value is optimal at 2%. 

3. Results and Discussion
Table 1 and Table 2 show the experiment and confusion 
matrix results for binary indoor classification models, re-
spectively. Similarly, Table 3 and Table 4 show the experi-
ment and confusion matrix results for binary wall classifi-
cation models, respectively. 

The best indoor/notIndoor model in our experiments has 
achieved an accuracy of 0.885 and an F1-score of 0.878, 
considering that the dataset is created using real-life 
claims data and has many uninformative images. In this 
case, the model has encountered only 41 errors from 357 

images, although only 855 images have been used for 
training (excluding validation).

Wall classification and indoor classification are very sim-
ilar problems in terms of their technical objective and 
complexity. The best wall classifier, which was close to the 
performance exhibited by the indoor classifier, yielded an 
accuracy of 0.879 and an F1-score of 0.877 and had 43 er-
rors in 357 photographs by using 855 images for training.

Table 1. Experiment results for binary indoor classification models  

Backbone name Accuracy F1-score
EfficientNet_B0 0.874 0.862
EfficientNet_B1 0.885 0.878
EfficientNet_B2 0.868 0.860

ResNet18 0.865 0.852
ResNet50 0.865 0.848

 

Table 2. Confusion matrix results of predictions from EfficientNet-B1 
model for indoor classification  

notIndoor Indoor
notIndoor 114 20

Indoor 21 201
 

Table 3. Experiment results for binary wall classification models 

Backbone name Accuracy F1-score
EfficientNet_B0 0.860 0.857
EfficientNet_B1 0.871 0.869
EfficientNet_B2 0.879 0.877

ResNet18 0.831 0.830
ResNet50 0.750 0.750

  

Table 4. Confusion matrix results of predictions from EfficientNet-B2 
model for wall classification  

notWall Wall
notWall 179 25

Wall 18 134
 

The segmentation models were trained using 1.401 imag-
es and tested using 973 images in two test sets. Table 5 
shows the experiment results of models on both test sets 
(averaged per sample). The best damage segmentation 
model is an FPN architecture model using an Efficient-
Net-B2 as a backbone, which has reached a Dice score of 
0.647 and an IoU score of 0.576. 

Table 5. Experiment results for the damage segmentation models 

Backbone name Architecture Dice Score IoU Score
EfficientNet_B0 FPN 0.644 0.573
EfficientNet_B1 FPN 0.641 0.570
EfficientNet_B2 FPN 0.647 0.576
EfficientNet_B0 U-Net 0.632 0.560
EfficientNet_B1 U-Net 0.634 0.562
EfficientNet_B2 U-Net 0.636 0.565
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4. Conclusion and Future Work
This study proposed models for automatically assessing 
household damages using multi-model deep learning. In 
more detail, two binary classification models and a seg-
mentation model have been developed based on a data-
set created from the database of Anadolu Sigorta. Binary 
classification models are responsible for detecting if the 
picture is indoors and if there is a wall in the picture. In 
contrast, the instance segmentation model is responsible 
for segmenting the damaged parts of the wall class. Ex-
periments have been made using transfer learning with 
different backbone architectures and pre-trained weights. 
A pipeline solution with three steps has been implement-
ed for the project requirements. For all tasks, several ex-
periments have been conducted with different model ar-
chitectures and backbones. At the final state, the pipeline 
consists of one EfficientNet-B1 indoor classification mod-
el, one EfficientNet-B2 wall classification model, and one 
FPN damage segmentation model with EfficientNet-B2 
backbone.

Despite having a limited dataset, the model pipeline 
achieved relatively good scores and stable results on all 
three objectives. We believe that with time, as we label 
more images in an accurate and standardized fashion, the 
results will get better. In future work, we plan to expand 
the limits of the damage detection pipeline to not only 
detect and segment the wall damages but also do the same 
for tile and parquet damages and predict their dimensions 
while creating a detailed report of damage for the claim. 
Other possible future research direction includes auto-
matically categorizing and assessing automobile damages 
from road traffic accidents.
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