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Abstract: Mathematical models offer great convenience in estimating the variation in the growth of the
living. The time-dependent change in weight and body sizes of the organism can be estimated easily via
mathematical models. In this study, the growth curves of Ross 308 broilers compared through the Gompertz
model, which explains growth best and the ANN model, which is assumed to be an alternative to this model. The
model with high-estimated R? and low-estimated MSE, MAD, and MAPE values considered as the best model.
The criteria obtained from the ANN and Gompertz models are 5625 and 2950 for MSE; 0.27, and 0.17 for MAPE;
0.5 and 1.2 for MAD, respectively while R? values were observed as 0.99 in both models. MSE and MAPE values
were observed lower compared to the Gompertz model.

Keywords: Artificial neural networks, broiler, Gompertz model, growth curve live weight.

Etlik Piliclerde Bilyiime Egrisinin Yapay Sinir Aglar1 ve Gompertz Modeli ile Tahmin Edilmesi ve
Karsilastirilmasi

Oz: Canlinin biiyiimesindeki degisimin tahminlenmesinde matematiksel modeller biiyiikk kolayliklar
saglamaktadir. Canlinin agirlik ve viicut dlgiilerindeki zamana bagli degisiminin tahmini matematiksel modeller
ile kolay sekilde yapilabilmektedir. Calismada Ross 308 etlik piliglerinin biiylime egrileri, biiyiimeyi en iyi
aciklayan Gompertz modeli ile bu modele alternatif olabilecegi diisiiniilen YSA modeli karsilastirilmistir. R?’s1
yiiksek; HKO, OMS ve OMYH degerleri diisiik tahminlenen model en iyi model olarak dikkate alinmigtir. YSA
ve Gompertz modelinden elde edilen kriterler sirasiyla HKO igin 5625ve 2950; OMYH i¢in 0.27 ve 0.17; OMS
degerleri ise 0.5 ve 1.2; R? degerleri ise her iki model igin de 0.99 olarak gozlenmistir. HKO ve OMYH degerleri
Gompertz modeline gore daha diisiik olarak gézlenmistir.

Anahtar Kelimeler: Yapay sinir aglari, Gompertz modeli, etlik pilig, canli agirlik, biiylime egrisi

1. Introduction

Growth refers to the increase in the weight
and body size of the living over a particular time.
Physiological growth begins with the formation
of zygote after sperm fertilizes the egg (Colak et
al., 2006). Despite being a hereditary feature,
growth can vary by race, species, and individuals,
and these differences can be explained by
mathematics (Emsen et al., 2004). In the
interpretation of growth parameters, there may be
differences according to the characteristics
analyzed and the mathematical model used.
Besides, in cases where different models explain
the same characteristics, the obtained parameters
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can better explain the same characteristics in one
model, while not in another model (Kdyceyiz,
2003).

In studies using nonlinear models, growth
curve models serve a guide for further breeding
research, and thus desired genetic and phenotypic
characters can be achieved in selections to be
done in breeding studies. Furthermore, the
studies also reveal what sort of interaction can be
possible between the obtained genotypes and
environmental factors, which can be explained by
growth curves (Yildiz et al., 2009).

The purposes of the use of growth curves in
breeding can be summarized as follows; to show
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the change of measures of certain properties over
time, to decide whether there are differences in
terms of the researched properties, to determine
the effects of different forms of care and feeding
on the development of animals, to estimate the
variable that could not be measured in some
periods, to be able to make forward-looking
decisions based on the data obtained to determine
the optimal slaughter age, to ground a basis for
the selection studies on growth curves and
growth rate, to determine the general health
conditions of animals (Yakupoglu, 1999; Dogan,
2003; Lambe et al., 2006; Yildiz et al., 2009;
Celikoglu et al., 2014).

With the advancement in computer
technology, interest in artificial neural networks
(ANN) has increased in recent years. The use of
ANN, which is widely used in many areas, has
also increased in agriculture. ANN is also often
preferred because this model produces easy
solutions to complex and nonlinear problems
(Gevrekgi et al., 2011).

ANN has been used in various studies
conducted on animal production. ANN refers to
computer software created by the imitation and
development of the information processing
system in the human brain to find solutions to
various problems. Created through the sampling
of an existing biological neural network in the
human brain, ANN has the skills to memorize,
learn, reveal the relationships between variables,
produce new information about what they have
learned and generalize. There are significant
relationships between statistical methods and
ANN technology, which can be successfully
applied in many fields (Yazici et al., 2007).

In this study, the growth curves of live weight
in broilers were modeled with the Gompertz
model and ANN, and these two models were
compared.

2. Materials and Methods
Gaziosmanpasa  University  Agricultural
Application and Research Center for 0-6 weeks

of live weights obtained from 121 Ross 308
broiler chicks fed in individual cages data. The
study was approved by the Animal Experiments
Local Ethics Committee of  Tokat
Gaziosmanpasa University (2018-HADYEK-
23).

The Gompertz model used to model the
growth curve, which is one of the methods in this

study, was calculated with the following
equation:

Y = Ae=Be™™ (1)
where;

Y 6th week live weight in the equation, A
asymptotic weight, B integration constant, exp
natural logarithm base, t refers to the time, and k
the rate of growth. Parameter A is the highest live
weight that the animal can reach (Sahin et al.,
2014). The initial values of B1 and P> were
calculated based on the following equations.

ﬁl — > —Y12/(t1—t2) 2)
0
f2 = -log. y(0) + log, B, (3)

where y1 and y2 are the highest and lowest values
of the weight variable corresponding to the
broadest time interval of t1 and t2; b0 is the initial
value of the parameter O (Naring et al., 2009).

ANN used in this study is the networks
formed by interconnecting neurons in various
ways through the sampling of the way the
biological nervous system works. These
networks can store information, learn, and
specify the relationship between data (Oztemel,
2003). ANN has general characteristics such as
being nonlinear, learning, generalization,
applicability, and fault tolerance. As ANN is
modeling of biological neural networks, it is
necessary to analyze the structure of the
biological nervous system initially to understand
its structure. Neurons, which are the building
blocks of the biological nervous system, consist
of four main parts. Figure 1 shows these parts as
nucleus, axon, dendrites, and synapses
(Caywroglu, 2003).
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Figure 1. Biological nerve cell structure
Sekil 1. Biyolojik sinir hiicre yapist

The smallest units, which constitute the basis
of the working system of ANN, are called
operational elements or artificial nerve cells. In
the simplest form, as presented in Figure 2, the

artificial nerve cell structure consists of five main
components, being inputs (weightsX;)(Wj),
aggregate function (NET), activation function (F
(NET)) and output.

X1 W,

. NET =X, X;+ W; —— F(NET) —CIKIS

Figure 2. Artificial nerve cell structure
Sekil 2. Yapay sinir hiicre yapist

The sigmoid function is generally used as an
activation function that minimizes error in the
multi-layer sensor model, which is widely used
nowadays (Oztemel, 2003). The backpropagation
algorithm also uses the sigmoid function that
produces real values between 0 and 1 as the
activation function. Due to the sigmoid function
in the backpropagation algorithm, actual outputs
can be provided, even between two close values.
Thus the right decision can be made. Therefore,
reverse learning is inevitable in solving nonlinear
problems (Nabiyev, 2003).

f(x)= ﬁ here refers to the NET input

value of the element is under the NET process.
This value is determined through the aggregate
function (Oztemel, 2003).
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As presented in Figure 4, ANN is the structure

formed as a result of the interconnection of the
artificial nerve cells and consists of three layers.
These are the input layer, interlayer, and the output
layer (Oztemel, 2003).

f(x)

0

Figure 3. Sigmoid activation function model
Sekil 3. Sigmoid aktivasyon fonksiyon modeli
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Figure 4. Artificial neural network structure
Sekil 4. Yapay sinir agi yapist

A large number of connections can be
established between cells in separate layers while
no connection is established between cells in the
same layer (Yilmaz, 2015). The data from the
outside is taken by nerve cells placed in the input
layer and transmitted to the input layer,
interlayer, and output layer, respectively
(Yilmaz, 2015). The network itself is responsible
for the operation that occurs in the interlayer.
This layer is, in a sense, the intelligence part of
the network, and a large number of neurons in
that layer leads the network to memorization. .
The network is expected to learn rather than
memorizing. In this way, the network will be able
to tolerate any changes made through the learning
process; otherwise, it will not be able to solve a
knowledge-based problem in small change
(Nabiyev, 2003).

Learning systems in ANN are of three types;
supervised, unsupervised, and reinforcement
learning systems (Takma et al., 2012). In a
supervised learning system, output values
corresponding to the input values also give to the
network. In the unsupervised learning system,
only input data is displayed to the network, while
the expected output data is not displayed. In a
reinforcement learning system, information gives
to the network according to the results obtained
at the end of each iteration (Cayiroglu, 2003;
Oztemel, 2003).

In this study, the feed-forward
backpropagation supervised algorithm selected
as a network type. The reason for preferring the
algorithm was that during the training of the
network when a forward connection is first

established, the network obtained outputs
corresponding to the input values by using its
weights, and reverse propagation algorithm
ensures backward rearrangement of the weights
to mitigate error that occurs in the output layer.
Furthermore, the Levenberg-Marquardt
algorithm was preferred as the training function
of the network since it significantly increases the
learning speed. According to Kaastra et al.
(1996), networks with an interlayer generally
found to be successful in solving ANN problems
(Aksu et al., 2016). The number of interlayers
used in the network was taken as one because the
over-preferred number of interlayers increases
the complexity of calculation and extends the
time. The number of neurons in the interlayer was
determined by the method of trial and error
(Takma, 2012; Yilmaz, 2015). The percentage
(%) values used to determine the number of
sampling during the training of the network were
taken as 5 -10 -15 -20 -30 -35%, respectively
within the limits of the program. Training,
validation, and test set percentages were tried as
50 -60 -70 -80 -90%, respectively in order to
determine the most accurate network model.
Afterward, the network was trained. The network
updated its weight to determine the desired
output in response to the given inputs so that the
error between the outputs of the network and the
output observed by the network was calculated
by the network, and the new weights of the
network were regulated by this margin of error.
In  practice, 21 different percentage
distributions were used within the limitations of
the program. Table 1 presents these percentage
distributions and sampling numbers
corresponding to percentages. The number of
neurons in the interlayer was determined in 5
different ways, being the number of neurons (10),
minus two (9-8), and two (11-12), which is
automatically assigned by the program. For
achieving the most accurate result, a total of 105
network models, including five different neurons
(21x5), were tested in 21 applications. As a result
of the analysis, the model with the highest R?
value in all sets, including training, testing, and
validation set, was chosen as the best model
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(Sahin et al., 2014). Besides, the MSE and R?
values in the training, validation, and test sets
were examined to determine whether the network
completed the training by learning or
memorizing. - The network calculated low MSE

Table 1. ANN data set distribution

in the training set and high MSE in test set; high
R? in the training set and low R? in the test set,
however, the network model only memorized
(Aka et al., 2018).

Cizelge 1. YSA veri seti dagilimi

Training Validation | Testset | Training Validation | Testset | Training Validation | Test set
set (%) set (%) (%) set (%) set (%) (%) set (%) set (%) (%)

50 15 35 60 15 25 70 15 15

50 20 30 60 20 20 70 20 10

50 25 25 60 25 15 70 25 5

50 30 20 60 30 10 80 5 15

50 35 15 60 35 5 80 10 10

60 5 35 70 5 25 80 15

60 10 30 70 10 20 90 5
In this study, SPSS 17.0 for Windows was  between 20 -50%. As "acceptable™ and those

used for parameter estimation of the Gompertz
model, and MATLAB statistical package
programs for model estimation with ANN.
Comparing the two models, the coefficient of
determination (R?), mean absolute percentage
error (MAPE), mean absolute deviation (MAD),
and mean squared error (MSE) criteria were
used. R? values were used to determine the best
estimating ANN model. (Asilkan et al., 2009;
Yavuz et al., 2013). The equations of these
criteria are presented below.

2 _ ZO—)?
I(e—9)? “)
n
Z?:l‘yt—_?t|
MAPE =-—12-1.100 (y, # 0) (6)
MSE = 2?:1(9t‘3’t)2 (7)
n

In the equations, 1y, is the value observed in t
period, y, is the value estimated through the
model for t period, n is the total number of
observations.

MAPE statistics are recognized to be superior
to similar methods as it is expressed as a
percentage (Cuhadar et al., 2009; Yavuz et al.,
2013). According to the MAPE categorization
made by Witt and Witt (1992) and Levis (1982);
models detected below 10% are considered "very
good," those between 10-20% as "good," those
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above 50% as "faulty" (Cuhadar et al., 2009).

3. Results and Discussion

In ANN analysis based on MSE, R2, and scatter
plots among 105 models, the model with 12
neurons, 80% training, 15% validation, and 5%
test set detected as the best model. Table 2
presents MSE and R? values for this model, and
Figure 5 shows the scatter plot of the model. The
R? values obtained from the model were found as
0.97, 0.97, 0.99 for training, validation, and test
sets, respectively. These R2values are the highest
R2values, among other models. Therefore, this
model selected as the best among all the models.
0.99 R2 value detected for the test set also
indicates that the model is a good one.
Considering the MSE value of the sets, it can be
observed that the MSE in the training set was
low, and the R? value was high, which indicates
that the selected model did not memorize but
completed the training successfully.

Table 2. MSE and R? values of the best model
determined by ANN analysis

Cizelge 2. YSA analizi ile belirlenen en iyi
modele ait HKO ve R? degerleri

Data Set (%) MSE R?
Training Set 80 7005 0.97
Validation Set 15 11 457 0.97
Test Set S 5625 0.99
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The distribution of two variables together is
examined through scatter plots. According to the
distribution of points on the scatter plot, it can be
determined whether there is a weak, strong, and
complete relationship between variables (Alpar,

-
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Figure 5. Regression scatter plots of the twentieth application.
Sekil 5. Yirminci uygulamaya ait regresyon sagilim grafikleri

The regression line drawn in the training and
validation sets in the plots of the model
determined by ANN analysis in Figure 5
coincides with the 45-degree line and the test set
is very close to this value. Other applications do
not have such a close overlap. No other network
models were preferred along with scatter plots
and R? values since some networks only
memorize.

The estimated R? value for the ANN reported
by Ahmadi et al., (2007) and Roush et al., (2006)
is 0.99. These values reported in the literature are
in line with the estimated value of the model.

Table 3. Parameters of the Gompertz model
Cizelge 3. Gompertz modeline ait parametreler

Sza | B
585.7 | 4.6

Model A Ssb k Sak

0.008

Gompertz | 3999 0.39 | 0.05

The reason why estimated values were found
different from other studies was the fact that the

The parameters of the Gompertz model used
in the study are given in Table 3. The parameters
A, B, and k were found as 3999, 4.6, and 0.05,
respectively. Parameter A was found lower than
the studies of Naring et al. (2007) and Eleroglu
et al. (2016) and higher than Mohammed (2015).
Parameter § was found similar to the studies of
Sekeroglu et al. (2013), Eleroglu et al. (2016) and
Mohammed (2015); lower than Naring et al.
(2007) Parameter k was found in line with the
studies of Mohammed (2015) and Sekeroglu et
al. (2013); and lower than Naring et al. (2007) and
Eleroglu et al. (2016).
live weight values were taken at different periods,
maintenance and feeding conditions and trial
periods were different. Live weight increase
continues over time and changes the initial value
of parameter A.

Growth curve graphs for the weekly live
weight values estimated and observed from the
specified models are presented in Figures 6 and
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7. The growth curve estimated by the Gompertz
model shows that the shape of the growth curves

—8— Observed (CA)

2500
2000

1500

Weight (g)

1000

500

0 7 14

// ;I'ime (day)

coincided with the ANN through which a
deviation between the 21-42 days was estimated.

Gompertz estimated (CA)

/\/

d

21 28 35 42

Figure 6. Change of observed and estimated values through the Gompertz model
Sekil 6. Gompertz modeli ile tahminlenen ve gozlenen degerlerin degigimi
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Figure 7. Change of observed and estimated values through the ANN model
Sekil 7. YSA modeli ile tahminlenen ve gozlenen degerlerin degisimi

Comparison criteria for Gompertz and ANN
model are presented in Table 4. In Table 4, MSE,
MAPE, MAD, and R? were 2950, 1.2, 0.2, and
0.99 for the Gompertz model, respectively, and
5625, 0.5, 0.27, and 0.99 for ANN. In both
models, R? was found equal, while the MAD was
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high in Gompertz while the other criteria were
low. According to the results of the study, despite
the high difference in MSE, both models made
very good estimations considering R?, MAD, and
MAPE values according to the classification of
Witt and Witt (1992) on MAPE values.
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Table 4. Estimation criteria of Gompertz and
ANN models

Cizelge 4. Gompertz ve YSA modele ait tahmin
kriterleri

MAPE ,

Model MSE MAD (%) R
Gompertz 2950 1.2 0.17 0.99
ANN 5625 0.5 0.274 0.98

Comparing the estimations with other studies,
MSE was found higher than the studies of
Eleroglu et al. (2016) Mohammed (2015), higher
than the first stocking density of Sekeroglu et al.
(2013) and similar with the other studies. R?
values reported by Sekeroglu et al. (2013),
Adenaike et al. (2017), Roush et al. (2006),
Mohammed (2015), Eleroglu et al. (2016) and
Topal et al. (2008) coincide with the value of the
R value in the present study. The high R? value
indicates a very good estimation. MAPE and
MAD values were lower than Roush et al. (2006).
MAPE and MAD values of ANN were found
lower than Roush et al. (2006) and Ahmadi et al.
(2007).

4. Conclusion

In the study, it was observed that ANN and
Gompertz models gave close results. The R?
value is the same in both models; MAPE and
MAD values were close to MSE, whereas
Gompertz model was lower However, ANN
estimated the live weight at the end of fattening,
which is important in stockbreeding, with small
errors than the Gompertz model.

In Gompertz model, individual parameters are
estimated and averaged for each animal. It causes
loss of time and raw data loss when the
parameters are averaged. ANN is an easy
method. A single model is obtained from the data
of all animals. It prevents loss of time and data.
Also, since ANN is not affected by the changes
in the data set, it can be retrained even when new
information occurs or when changes occur

As aresult, ANN can be used as an alternative
to classic growth curve models since it yields
close results to the Gompertz model, prevents
data loss, adapts to changes, and can be retrained.

References

Adenaike AS, Akpan U, Udoh JE, Wheto M, Durosaro
SO, Sanda AJ and Ikeobi CON (2017). Comparative
evaluation of growth functions in three broiler strains
of nigerian chickens. Tropical Agricultural Science.
40(4): 611-620.

Ahmadi H, Mottaghitalab M and Zadeh NN (2007).
Group method of data handling- typeneural network
prediction of broiler performance based on dietary
metabolizable energy, methionine and lysine. The
Journal of Applied Poultry Research 16(4): 494-501.

Aka S ve Akyiiz (2018). Yapay sinir aglari analizi ile
stireglerinin iyilestirilmesi. Ege Akademik Bakis
Dergisi, 18(2): 261-271.

Aksu N ve Ucan K (2016). Zaman ve konum girdileri
kullanilarak ~ yapay sinir aglariyla  referans
evapotraspirasyonun tahmin edilmesi. El-Cezeri Fen
ve Mithendislik Dergisi, 3(2): 204-221.

Alpar R (2013). Cok Degiskenli Istatistiksel Yontemler.
Detay Yaymcilik. Bizim Biiro ve Basim Evi. Ankara.
886.

Asilkan O ve Irmak S (2009). ikinci el otomobillerin
gelecekteki fiyatlarinin yapay sinir aglar ile tahmin
edilmesi. Siileyman Demirel Universitesi iktisadi ve
Idari Bilimler Fakiiltesi Dergisi.14(2): 375-391.

Cayroglu I (2003). ileri Algoritma Analizi Ders Notu.
Karabiik ~ Universitesi Miihendislik  Fakiiltesi
Karabiik.

Celikoglu K ve Tekerli M (2014). Pirlak kuzularinda
bliylime egrilerini etkileyen genetik ve gevresel
faktorlerin  belirlenmesi ve egri parametreleri
yoniinden baba koglarin degerlendirilmesi. 1. Bazi
cevresel faktorlerin canli agirliga iliskin biiylime
egrilerine etkileri. Afyon Kocatepe Universitesi
Veterinerlik Fakiiltesi, Zootekni Anabilim Dali,
Lalahan Hayvan Arastirma Enstitiisii Dergisi, 54(1):
8-14.

Colak C, Orman MN ve Ertugrul O (2006). Simental x
Giiney Anadolu Kirmizisi sigirina ait beden olgiileri
icin basit dogrusal ve lojistik biiylime modeli. Ankara
Universitesi Veterinerlik Fakiiltesi Dergisi, 53: 195-
199.

Cuhadar M, Giingdr I ve Goksu A (2009). Turizm
talebinin yapay sinir aglari ile tahmini ve zaman serisi
yontemleri ile karsilagtirmali analizi: Antalya iline
yonelik  bir uygulama. Siileyman  Demirel
Universitesi iktisadi ve Idari Bilimler Fakiiltesi
Dergisi, 14(1): 99-114.

Dogan 1 (2003). Kuzularda biiyiimenin ¢ok boyutlu
Olgekleme yoOntemi ile degerlendirilmesi. Uludag
University Journal of The Faculty of Veterinary
Medicine 22(1-3): 33-37.

Eleroglu, H, Bircan, H, Yildinm, A. ve Kilig, F, (2016).
Ticari etlik piliglerde bilyiime egrilerinin dogrusal

olmayan modeller kullanilarak karsilagtirilmast.

75



BERBEROGLU and OZKAN / JAFAG (2020) 37 (2), 68-76

Tavukculuk Aragtirma Dergisi 13(2): 12-16.

Gevrekei Y, Yegenoglu ED, Akbas Y ve Sesli M (2011).
Yapay sinir aglarinin tarimsal alanda kullanimi. Ege
Universitesi Ziraat Fakiiltesi Dergisi, 48(1): 71-76.

Kaastra, |1 and Boyd M (1996). Designing a neural
network for forecasting financial and econometric
time series, Neurocomputing, 10: 215-236.

Koyceyiz, F (2003). Ivesi ve Morkaraman Kuzularmda
Degisik Viicut Olgiileri Bakimindan Biiyiime
Egrileri.), Atatiirk Universitesi Fen Bilimleri
Enstitiisi.  Yaymnlanmanis Yiiksek Lisans Tezi,
Erzurum.

Kubat, C (2015). Matlab Yapay Zeka ve Miihendislik
Uygulamalari. Deniz Ofset Matbaacilik, s. 762,
Istanbul.

Lambe NR, Navajas EA, Simm G and Bunger L (2006).
A Genetics investigation of various growth models
to describe growth of lambs of to contrasting breeds.
Journal of Animal Science 84: 2642-2654.

Levis CD (1982). Industrial and Business Forecasting
Methods, Butterworths Publishing. London.

Mohammed FA (2015). Comparison of three nonlinear
functions for describing chicken growth curves.
Science Agriculture, 9(3): 120-123.

Nabiye, VV (2003). Yapay Zeka. Birinci Baski, Ankara.
Seckin Yayincilik. 710.

Naring D, Aksoy T, Ciirek D. ve Karama, E (2007). Farkli
gelisgme hizina sahip etlik piliclerde biiylimenin
analizi. Hayvancilik Arastirma Dergisi, 17(2):1-8.

Naring D, Aksoy T, Karaman E ve Karabag K (2009).
Japon bildircinlarinda yiiksek canli agirlik yoniinde
uygulanan seleksiyonun biiylime parametreleri
iizerine etkisi. Akdeniz Universitesi Ziraat Fakiiltesi
Dergisi, 22(2): 149-156.

Oztemel E (2003). Yapay Sinir Aglari. Birinci Baski,
Istanbul. Papatya Yayncilik, 231.

Roush WB, Dozier WA and Branton SL (2006).
Comparison of gompertzandneural network models
of broiler growth. Poultry Science 85(4): 794-797.

76

Sahin A, Ulutas Z, Karadavut U, Yildirim A ve Arslan S
(2014). Anadolu mandasi malaklarinda biiyiime
egrisinin  ¢esitli dogrusal olmayan modeller
kullanilarak karsilastirilmasi. Kafkas Universitesi
Veterinerlik Fakiiltesi Dergisi, 20(3): 357-362.

Sekeroglu A, Tahtal1 Y, Sarica M, Giilay MS, Abac1 S. ve
Duman M (2013). Farkli yerlesim sikliklarindaki
etlik piliglerin biiyiime egrilerinin gompertz modeli
ile karsilastirilmas1. Kafkas Universitesi Veterinerlik
Fakiiltesi Dergisi, 19(4): 669-672.

Takma C, Ati, H ve Aksakal V (2012). Coklu dogrusal
regresyon ve yapay sinir ag1 modellerinin laktasyon
stit verimlerine uyum yeteneklerinin karsilastirilmast.
Kafkas Universitesi Veterinerlik Fakiiltesi Dergisi,
18(6): 941-944.

Witt SF and Witt C (1992). Modeling and Forecasting
Demand in Tourism. Academic Pres, London. 195.

Yakupoglu C (1999). Etlik pili¢lerde biiylime egrilerinin
karsilastirilmasi. Ege Universitesi Fen Bilimleri
Enstitiisii, Yaymlanmamig Yiiksek Lisans Tezi,
Izmir.

Yazic1 AC, Ogiis E, Ankarali S, Canan S, Ankarali H ve
Akkus, Z (2007). Yapay sinir aglaria genel bakis.
Tiirkiye Klinikleri Dergisi, 27: 65-71.

Yavuz, S ve Deveci M (2013). Istatiksel normalizasyon
tekniklerinin yapay sinir agin performansina etkisi.
Erciyes Universitesi Iktisadi ve Idari Bilimler
Fakiiltesi Dergisi, 40: 167-187.

Yildiz G, Soysal MI ve Giircan EK (2009). Tekirdag
ilinde yetigtirilen Karacabey merinosu kivircik
melezi kuzularda biiylime egrilerinin  farkl
modellerle belirlenmesi. Tekirdag Ziraat Fakiiltesi
Dergisi, 6(1): 11-19.

Yimaz B (2015). Akar¢ay Havzasinda Coziinmils
Oksijen Degerlerinin Yapay Sinir Aglar1 ile
Belirlenmesi. (Uzmanhk Tezi), Orman ve Su fsleri
Bakanlig1 Su Yonetimi Genel Midiirliigii, Ankara



