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Abstract 

Armut Technology is an online platform that brings together customers and service providers, and positions service providers 
as business partners with the principle of "Crowdsourcing". Nearly 4000 services are offered within the company. This number 
is increasing gradually as new service requests are also received from service providers. When customers login to the website 
or application, they search from the wide service pool by typing their desired service description. With this project, it is aimed 
to provide the services they need in real time when they are online by predicting them with artificial intelligence supported 
algorithms. 
The related topic is modeled as “Recommendation Engine” under the machine learning discipline. All service requests coming 
in 2020 were used as a training set. Since the queues of the services requested by the customers are interconnected in terms of 
temporality, the requested service queues are modeled according to the "Conditional Probability Based Prediction" method. In 
order to capture exceptional customer behaviors, customer specific habits have also been added to the service list. All machine 
learning models run on the AWS cloud ecosystem. It has been developed with the principle of running web services in Docker 
containers, which is the industry standard and used during the service of machine learning models to the customer. 
“Top-8 Service Accuracy” was chosen as the success metric of the project. The success rate of 22%, which is currently achieved 
by combining popular services throughout Turkey, has been increased to 37% with the new algorithm supported by AI. This 
rate comes up to 44% when we look at the customers who have had at least 1 service request in the past. 
The current service recommendation system, which has difficulty in capturing special customer behaviors with the perspective 
of “popular service throughout Turkey”, has significantly improved with the new AI supported approach by taking into account 
customer habits and the relationship between services. In the next stages of the project, innovative methods used in this field 
such as “Collaborative Filtering” and “RNN” will be performed together with the “ClickStream” data of the customers and the 
success rate will be tried to be increased. 
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Introduction 

One of the most important factors affecting the success of digital platforms is user experience. Ease-of-use 
comes as one of the features that affects user experience the most. Ease-of-use includes presenting and highlighting 
the services that the customers would want or need at the time and providing easy access to these services with 
one click. This will enable customers to use the digital platform in an easier and faster way and will provide them 
with an impressive user experience. This would also increase the loyalty of customers to the platform as well as 
increase the number of the requested services on the platform. The project presented in this paper aims at improving 
the user experience by predicting the next service that the customer will request on Armut’s platform. 

Armut Technology works as a service marketplace that aims at matching the customers’ local service requests 
with the best local service providers and fulfilling the requested service with the best experience to the customer 
and the service provider. Service providers see the job opportunities on the app and they apply to the ones they 
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find most suitable. A job deal is created when a customer chooses the most suitable offer for them. After the job 
is done, customers can leave a rating and review regarding the job on Armut’s system. Armut’s revenue sources 
are mainly the job application lead price taken from the providers when they want to see and quote the job. Among 
more than 4000 services available on Armut’s platform, the most common services include Moving, Home 
Cleaning, and Private Lessons. 

The predictions of the smart service recommendation algorithm will be shown to the customers through the 
web and mobile interfaces. At every session, eight services will be predicted and presented to the customer. If the 
recommendations are correct, the service request duration is expected to decrease and the number of requested 
services is expected to increase. This recommendation system will also be used as an input to the email and mobile 
communications with the customer. 

Literature Search 

In recent years; in parallel with the huge increase in online business models, “Smart Recommendation 
Systems” has gained significant importance. The biggest technology giant companies, Google (Liu, Dolan ve 
Pedersen, 2010), Twitter (Ahmed and others, 2013), LinkedIn (Rodriguez, Posse ve Zhang, 2012) and Netflix 
(Steck, 2013) are still making huge investments on “Smart Recommendation Systems” in order to ensure customer 
retention and increase sales. (Adomavicius and Tuzhilin, 2005, s. 5) breaks these systems into 3 main categories: 
“collaborative filtering”, “content-based filtering” and “hybrid filtering” 

“Collaborative filtering” approach depends on the patterns from similarity of users’ product preferences or 
similarity of products used by common customers (Herlocker, Konstan, Terveen and Riedl, 2004, s. 6). The basic 
idea behind the algorithm is if customer X and customer Y have similar product preferences in the past then these 
customers are more likely to choose similar products in the future. For example; in an online music site, customer-
customer similarities and song-song similarities are calculated and then used for relevant  recommendations to 
customers. 

“Content-based filtering” approach depends on deriving the specific and domain based features from the 
product and then using them to calculate similarities (Van Meteren and Van Someren, 2000, s. 3). For example; 
an e-commerce site in which computers are sold, only domain specific features like price, CPU type, CPU 
performance, storage capacity of the disk etc. are extracted and then similarity calculations are applied over them. 

“Hybrid filtering” approach depends on the collaboration of both “collaborative filtering” and “content-based 
filtering” methods (Burke, 2002, s. 2). The similarity scores calculated by each of these algorithms then combined 
together by assigning relevant weights to obtain a new and more accurate similarity score. The new product 
recommendation is then served to customers based on this hybridly calculated similarity score. 

Because of their fast-speed running times and having produced explainable/interpretable predictions, 
“Statistical Based Recommendation Engines” also existed as commonly applied methods in industry (Portugal, 
Alencar ve Cowan, 2018, s. 8). The most common method among all of them is called “Association Rule Mining 
(ARM)”. Such method is based on comparing the probability of getting a single product with getting the same 
product with others (Zhang ve Zhang, 2002, s. 2).   

Both their response time speed and their level of accuracy is improving together, that’s why “Recurrent Neural 
Networks (RNN)” architecture which is placed under Neural Networks has also become used to build 
recommendation engines in recent years (Zhang, Yao, Sun ve Tay, 2019, s. 3). As modelling the products that 
customers bought as a sequence, next item prediction methods are applied via RNNs. Although such approaches 
give significantly good results in terms of business metrics, it needs a big volume of data and training time is 

significantly long. That’s why it is still too hard to use them for industrial applications.  

General Architecture of Newly Proposed Model and the Success Metrics 

As Armut does with all its artificial intelligence projects, in this project, it first developed a simple/basic model 
and started using it and monitored its performance for a while. After that, taking this model’s performance as a 
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reference, more innovative AI models are developed and the performance of the new model is compared to the 
performance of the reference model. Thanks to this methodology, the performance improvement between the basic 
model and the AI model is quantified. In the “Smart Service Recommendation Algorithm” project, first “Apriori” 
and then “Popular Service Recommendation” was used as a baseline. After the use of the “Apriori” algorithm in 
the live environment, it was decommissioned because it didn’t solve the “sequentiality” problem. Because in most 
ecommerce websites customers can add more than one item to their basket and then buy all of them at once, Apriori 
model can produce good results, however, in Armut where the services are ordered as a sequence of separate but 
interconnected requests, Apriori didn’t produce suitable recommendations. Apriori’s logic focuses on the 
difference between the probability that items bought separately and that they are bought together, therefore the 
fact that one item was bought before or after the other does not affect Apriori’s recommendations. However, in 
Armut’s case, for example, a Moving service request usually comes after a Home Painting request but the opposite 
doesn’t usually happen. Because Apriori treats the two sequences as the same, it was decommissioned. 

As a baseline model for the “Smart Service Recommendation” project, the “Popular Services Model” was 
selected. This model was developed in three flavours; the first is recommending the popular services all over 
Turkey, the second is recommending the most popular services in the past four weeks, and the third is 
recommending the most popular services in the past four weeks in the same subprovince where the customer 
resides. 

Under the “Smart Service Recommendation” project, the “Conditional Probability Based Model” presented in 
this paper predicts the services that the customer may request based on the last N services that they requested most 
recently. 

  (1) 

 

Using Equation 1, the probability of requesting any service based on the previous N service requests sequence 
can be calculated. Table 1 shows examples of such sequences. For the Conditional Probability Based Model, the 
probability for requesting any service when the length of the past service requests sequence N=3, N=2, and N=1 
is calculated. Then the infrequent sequences that are statistically insignificant are removed. After that, for each 
customer the eight services that they will most probably request are predicted in real time. This flow is depicted in 
Figure 1. 

Thanks to the “Smart Service Recommendation” project, customers receive personalized recommendations for 
eight services through Armut’s mobile app and website. As for the success metric for this project, it is calculated 
based on whether the customer’s next service request is for one of the recommended eight services or not. If the 
customer’s request is for one of the eight services, then the prediction is labeled “correct” and if the customer 
requested another service then the prediction is labeled “incorrect”. By dividing the count of correct cases over the 
count of all cases we can get an average score which we call “top8 accuracy”. When comparing the performance 
of different models, we use this metric, as in Table 2 for example. 

Table 1. Example Service Sequences 

Service t-3 Service t-2 Service t-1 Service t 

Plumber Painter Moving Home Cleaning 

Plumber Painter Moving Home Cleaning 

Plumber Painter Moving Heat Insulation 

Plumber Painter Moving Heat Insulation 

Plumber Painter Moving Math Private Lesson 

Table 1 shows the same three-service-requests sequence (Plumber-Painter-Moving) made by different 
customers and the last service request that came after that sequence for each of them. The Conditional Probability 
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Based Model would calculate the probability of requesting the Home Cleaning service after requesting this 
sequence as 40%, same for Heat Insulation, and 20% for Math Private Lesson based on the data in the table. The 
model’s probabilities are recalculated frequently with the most recent data and the recommendations are made 
based on these probabilities. 

The new model, by calculating conditional probabilities, represents the population behaviour. However some 
customers might behave consistently differently from the population and we wanted to take them into account in 
the model predictions. An example of this behaviour is a customer ordering the same service frequently, however 
this service sequence pattern is not a common one over the whole population. To take this case into account, in 
case the customer has frequently ordered services, we replace (at most) the three services with the least 
probabilities out of the eight services that the model predicted. We replace them with the most requested three (at 
most) services that the customer orders frequently. That way the model’s predictions represent the population's 
behaviour as well as the customer’s personal behaviour. 

Table 2. Final model and baseline model performances. T8: Most popular eight services model. T8M: Most 
popular eight services in the past month model. T8MP: Most popular eight services last month in the same 
subprovince as the customer. CP: Conditional Probability Based Model. 

Customer Segment T8 T8M T8MP CP 

All Customers 20.88% 21.35% 21.64% 35.97% 

New Customers 21.70% 22.45% 22.70% 23.02% 

Customers with one previous service request 22.02% 22.65% 22.72% 45.88% 

Customers with two previous service requests 21.40% 21.88% 21.98% 44.58% 

Customers with three or more previous service 
requests 

19.51% 19.67% 20.13% 41.21% 

Table-2, shows both reference models and “Conditional Probability Based Prediction Model” success metrics. 
Except for the case of customers with no history, our “Conditional Probability Based Prediction Model” 
significantly overperforms the referenced model as shown in the Table-2. Since the reason for the success of our 
newly proposed model is directly related to customers’ service history, as the number of services getting by 
customers are increasing then the success gap is also increasing as expected.  

 

 

Figure 1. “Smart Recommendation Engine” flow 
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33%

33%
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Result 

“Smart Recommendation Engines” are so important for e-commerce companies, since they have a great 
potential to enable customer retention and boost product sales. The new approach called “Conditional Probability 
Based Recommendation Engine” offered in the scope of this study has significantly overperformed the reference 
models as mentioned in the performance section. As the number of services that customers received in the past 
increases, the model success metrics are also improved in parallel. Success rate goes up to 44% for the customers 
who have at least 2 services in their service history. This rate is almost 2 times of the referenced model called 
“Popular Services”. In the next steps of this project, more innovative and state-of-the-art algorithms like 
“Collaborative Filtering” and “RNN” will be applied. But the most significant drawback of these algorithms is 
their nature of time consuming training times and low-speed real time predictions. Even if these algorithms have 
more success metrics like accuracy, they might not be applicable for industrial usage because of such drawbacks. 
Since the AI models are calling during the communication with customers, they should have characteristics of 
high speed response time that never interfere with interaction between customer and application. In this project; 
to address this problem and to make our response time performance better, the potential results are pre-calculated 
periodically and then stored on relational databases which are designed for high performance queries. At the 
moment that customer needs real time service recommendation predictions, the only thing is retrieving data by 
basic SQL queries. As mentioned before, if any AI related model is going to be used for an industrial application, 
there exists two important factors that should be fulfilled: “Acceptable performance in terms of business metrics” 
and “Minimum real-time prediction latency”. Our model, “Conditional Probability Based Recommendation 
Engine”, is able to fulfill both of these requirements which makes it an applicable model for industrial applications. 
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