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Abstract − In this article, by using the technique of upper and lower solutions,
some comparison results for first-order fuzzy differential equations are established.
Hukuhara derivative, Hukuhara difference, and partial orderings are used for proving
theorems. We extend our results to initial time difference case as well. Also, the
practicality of these comparison results is demonstrated by giving an example.
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1. Introduction

Fuzzy mathematics is an interesting part of mathematics. It could be said a new branch of mathematics
since it emerged in the 1960s. It was proposed to explain real-life in mathematical language. We use
relative concepts a lot in our daily lives. Situations that can vary from person to person such as good
and bad, young and old, beautiful and ugly, had taken place in our lives. Classical mathematics is
not sufficient to explain such notions. Everything is certain in classical mathematics, something is
either black or white. Classical mathematics does not allow gray color. At this point where classical
mathematics is insufficient, Lutfi Askerzade Zadeh’s fuzzy mathematical theory comes into play. He
showed in his theory that he revealed in 1965, fuzzy logic constitutes a good model of real-life [1].
Although his theory was not accepted in the scientific community at first, it is now used in different
branches of science and engineering.

The fuzzy theory attracted great attention and spread very commonly among scientists from vari-
ous fields of science. Fuzzy systems can also be used in predicting, decision making, air conditioning,
mechanical control systems such as automobile control systems and intelligent structures, as well as
industrial process control systems, and so on. See [2–4] and the references cited therein.

In fuzzy mathematics, arithmetical operations are valid like in classical mathematics. There are
two methods. One is Zadeh Extension Principle and the other is interval arithmetic with level sets.
These methods are explained in [5]. There are some differences between fuzzy mathematics and
classical mathematics. For example, if u is a fuzzy number, u−u may not be 0 in fuzzy mathematics.
As a result of this issue, a new difference known as the Hukuhara difference is defined, as shown in [6].
By using Hukuhara difference, Hukuhara derivative is defined [7]. On the other hand, it is possible to
compare two fuzzy numbers or two fuzzy functions. How to compare two fuzzy notions are mentioned
in [8]. Besides, it is possible solving fuzzy differential equations. Many methods were developed to
solve fuzzy differential equations. How to solve first-order fuzzy differential equations are explained

1ali.yakar@gop.edu.tr; 2caglakseda@gmail.com (Corresponding Author)
1,2Department of Mathematics, Tokat Gaziosmanpaşa University, Tokat, Turkey
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in [5]. Besides this, the definition of fuzzy upper and lower solutions are located in [9]. In this study,
by using all the knowledge mentioned above, some comparison results are proved and one example is
introduced to support the results.

2. Preliminaries

Hukuhara difference is a useful operation for the difference between fuzzy notions and also, interval
arithmetic via level sets is an easy method for arithmetical operations in fuzzy cases. In the follow-
ing, definitions of fuzzy numbers, level sets of a fuzzy number, Hukuhara difference, and Hukuhara
derivative are given.

Definition 2.1. [5] A fuzzy set U (fuzzy subset of E) is defined as a mapping (E is universal set)

µu : E → [0, 1]

where µu(x) is the membership degree of x the fuzzy set U .

Definition 2.2. [10] A fuzzy membership function u : R → [0, 1] is called a fuzzy number if it has
the following conditions:

i. u is normal. It means there is at least a real member x0 ∈ R such that u(x0) = 1.

ii. u is fuzzy convex. It means for two arbitrary real points x1, x2 ∈ R and t ∈ [0, 1], we have

u(tx1 + (1− t)x2) ≥ min{u(x1), u(x2)}

iii. u is upper semi-continuous on R. It means if we increase its value at a certain point x0 to f (x0)+ε
(for some positive constant ε), then the result is upper-semicontinuous; if we decrease its value to
f (x0)− ε then the result is lower-semi-continuous.

iv. u is compactly supported. It means the closure of the set {x ∈ R;u(x) > 0}, as a support set, is
compact set.

Remark 2.3. The space of fuzzy numbers will be denoted by RF .

Definition 2.4. Let U : E → [0, 1] be a fuzzy set. The level sets of U are defined as the classical sets.

Ur = [u−r , u
+
r ] = {x ∈ E : µU (x) ≥ r}, 0 < r < 1

Remark 2.5. There are numerous fuzzy numbers. However, in our investigation, we only mention
triangular and trapezoidal numbers. As a result, we define these fuzzy numbers as follows:
A trapezoidal fuzzy number u can be shown with an ordered pair of functions (a, b, c, d) ∈ R4,

u(x) =



0, t < a

t−a
b−a , a ≤ t ≤ b

1, b ≤ t ≤ c

d−t
d−c , c < t ≤ d

0, d < t

Employing r-cut approach, we find the level set with the endpoints calculated by

u−r = a+ r(b− a), u+r = d− r(d− c)

where r ∈ [0, 1] . When b = c is in the form (a,b,c,d), the fuzzy number is referred to as a triangular
fuzzy number. The fuzzy number may thus be represented by a triplet (a, b, c) ∈ R3, a ≤ b ≤ c.
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Definition 2.6. [6] The Hukuhara difference (H-difference ⊖H) defined by

u⊖H v = w ⇔ u = v + w,

being + the standard fuzzy addition.

If u⊖H v exists, its level-sets are

[u⊖H v]r = [u−r − v−r , u
+
r − v+r ]

Definition 2.7. [11] A function ψ : (a, b) → RF is called Hukuhara differentiable if for sufficiently
small h > 0 the H-differences ψ(u+h)⊖ψ(u) and ψ(u)⊖ψ(u−h) exist and if there exists an element
ψ′(u) ∈ RF such that

lim
h→0

ψ(u+ h)⊖ ψ(u)

h
= lim

h→0

ψ(u)⊖ ψ(u− h)

h
= ψ′(u)

The fuzzy number ψ(u) is called the Hukuhara derivative of ψ at u.

Lemma 2.8. Let u be Hukuhara differentiable and u(t) = (x(t), y(t), z(t))) be triangular number
valued function then we get u′ = (x′, y′, z′).

Definition 2.9. [8] Let u, v ∈ RF . It is said u ≤ v if only if u−r ≤ v−r and u+r ≤ v+r for each r ∈ [0, 1].

Definition 2.10. [8] Let u, v ∈ RF . It is said u ⪯ v if only if u−r ≥ v−r and u+r ≤ v+r for each
r ∈ [0, 1], that is ur ⊆ vr, ∀r ∈ [0, 1].

Lemma 2.11. [8] If u, v, w ∈ RF are such that Hukuhara differences u⊖H w and v⊖H w exist, then

u ≤ v ⇔ u⊖H w ≤ v ⊖H w

Definition 2.12. [9] Let Ψ ∈ C([t0, T ]×RF ,RF ), T > t0 and x′ = Ψ(t, x), x(t0) = x0 be fuzzy initial
value problem.

A function q ∈ C1([t0, T ],RF ) is an upper solution for fuzzy initial value problem above, if{
q′(t) ≥ Ψ(t, q(t)), t ∈ [t0, T ]

q(t0) ≥ x0

A function p ∈ C1([t0, T ],RF ) is a lower solution for fuzzy initial value problem above, if{
p′(t) ≤ Ψ(t, p(t)), t ∈ [t0, T ]

p(t0) ≤ x0

Remark 2.13. Analogous definitions can be given for ⪯ partial ordering.

3.Main Results

In this section, several comparison results are given by using upper and lower solutions and, it is also
proved that the solution of fuzzy differential equation exists between corresponding lower and upper
solutions.

Let us consider the following first order fuzzy differential equation

x′ = Ψ(t, x), x(t0) = x0 (1)

where Ψ ∈ C([t0, T ]× RF ,RF ) and T > t0.
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Theorem 3.1. Let the functions p, q ∈ C1([t0, T ],RF ) satisfy the following inequalities

q′ > Ψ(t, q(t)), p′ ≤ Ψ(t, p(t)) (2)

If p(t0) < q(t0), then p(t) < q(t) for all t ∈ [t0, T ].

Proof. Since we are going to prove p(t) < q(t) by Definition 2.9, we must show that p−r (t) < q−r (t)
and p+r < q+r on t ∈ [t0, T ]. If it was wrong, there would exists a t1 ∈ (t0, T ] such that

p−r (t1) = q−r (t1), p
+
r (t1) = q+r (t1)

and
p−r (t) < q−r (t), p

+
r (t) < q+r (t)

for t ∈ [t0, t1). Therefore, for sufficiently small h > 0, we obtain{
p−r (t1 − h) < q−r (t1 − h)

p+r (t1 − h) < q+r (t1 − h)

i.e. p(t1 − h) < q(t1 − h). By using Lemma 2.11 , we have

p(t1 − h)⊖ p(t1) < q(t1 − h)⊖ q(t1)

By dividing inequality with −h and limiting for h→ 0, we arrive at

lim
h→0

p(t1 − h)⊖ p(t1)

−h
≥ lim

h→0

q(t1 − h)⊖ q(t1)

−h

which implies that
p′(t1) ≥ q′(t1)

As a result, we get a contradiction

Ψ(t1, p(t1)) ≥ p′(t1) ≥ q′(t1) > Ψ(t1, q(t1)) = Ψ(t1, p(t1))

So we conclude that p(t) < q(t) on [t0, T ].

Similarly it can be shown that the result of the theorem holds even when we change ≤ by < and
≥ by > in the assumptions of theorem 3.1.

We are in position to show that the existence of the solution of the problem (1) located between
corresponding lower and upper solutions.

Theorem 3.2. Let the functions p, q ∈ C1([t0, T ],RF ) satisfy the strict inequalities p′ < Ψ(t, p) and
q′ > Ψ(t, q) on [t0, T ]. Furthermore, y is the solution of the problem (1). Then, p(t0) ≤ y(t0) ≤ q(t0)
implies that p(t) < y(t) < q(t) for [t0, T ].

Proof. We shall only give a proof for y(t) < q(t) on [t0, T ]. If y(t0) < q(t0), then the result
follows from Theorem 3.1. We now suppose that y(t0) = q(t0) and, we define the function z such as
z(t) = q(t)⊖ y(t) on [t0, T ]. Then, the level sets of this function can be written as Zr = [z−r , z

+
r ], that

is, {
z−r = q−r − y−r

z+r = q+r − y+r

If we differentiate the both sides of the real function z−r , we find that

(z−r )
′(t0) = (q−r )

′(t0)− (y−r )
′(t0) > Ψ(t0, (q

−
r )

′(t0))−Ψ(t0, (y
−
r )

′(t0)) = 0

It is easy to observe that z−r (t) is increasing on the interval [t0, t0+h] for sufficiently small h > 0. For
this reason, we obtain

y−r (t0 + h) < q−r (t0 + h)



Journal of New Theory 37 (2021) 68-75 / On Fuzzy Differential Inequalities with Upper and Lower Solutions 72

If we utilize Theorem 3.1, we can easily see that y−r (t) < q−r (t), for all t ∈ [t0 + h, T ]. Analogously,

(z+r )
′(t0) = (q+r )

′(t0)− (y+r )
′(t0)

> Ψ(t0, (q
+
r )

′(t0))−Ψ(t0, (y
+
r )

′(t0))

= 0

We can easily see that z+r is increasing to the right of t0 in a sufficiently small interval [t0, t0 + h].
Hence,

y+r (t0 + h) < q+r (t0 + h), y−r (t) < q−r (t)

for all t ∈ [t0 + h, T ]. Since we have chosen sufficiently small h, we obtain y(t) < q(t) on [t0, T ] due to{
y−r (t) < q−r (t)

y+r (t) < q+r (t)

In a similar way, we can prove p(t) < y(t) on [t0, T ]. Thus, we have

p(t) < y(t) < q(t) on [t0, T ]

Theorem 3.3. Let Ψ ∈ C([t0, T ] × RF ,RF ) and the functions p, q ∈ C1([t0, T ],RF ) be lower and
upper solutions of (1) respectively. Suppose that Hukuhara differences Ψ(t, x)⊖Ψ(t, y) and x⊖y exist
and for x ≥ y, there exist a positive constant L such that

Ψ(t, x)⊖Ψ(t, y) ≤ L(x⊖ y) (3)

Then, p(t) ≤ q(t) on [t0, T ] provided that p(t0) ≤ q(t0).

Proof. Firstly, we define the function q̃(t) = q(t) + ε · e2Lt for some ε > 0. Let the level sets be
q̃r = [q̃−r (t), q̃

+
r (t)], i.e. {

q̃−r (t) = q−r (t) + ε · e2Lt

q̃+r (t) = q+r (t) + ε · e2Lt

Observe that p−r (t0) ≤ q−r (t0) < q̃−r (t0). Now, taking derivatives of both sides of q−r (t), we get

d

dt
(q̃−r (t)) =

d

dt
(q−r (t)) + 2Lε · e2Lt

≥ Ψ(t, q−r (t)) + 2Lεe2Lt

≥ Ψ(t, q−r (t))−Ψ(t, q̃−r (t)) + 2Lεe2Lt +Ψ(t, q̃−r (t))

By using one sided Lipschitz type inequality (3.3), it follows

d

dt
(q̃−r (t)) ≥ −L(q̃−r (t)− q−r (t)) + Ψ(t, q̃−r (t)) + Lεe2Lt > Ψ(t, q̃−r (t))

An application of Theorem 3.1 gives that p−r (t) < q̃−r (t). Letting ε → 0, we obtain p−r (t) ≤ q−r (t) on
[t0, T ]. Analogously,

d

dt
(q̃+r (t)) =

d

dt
(q+r (t)) + 2Lεe2Lt

≥ Ψ(t, q+r (t)) + 2Lεe2Lt

≥ Ψ(t, q+r (t))−Ψ(t, q̃+r (t)) + 2Lεe2Lt +Ψ(t, q̃+r (t))

≥ −L(q̃+r (t)− q+r (t)) + Ψ(t, q̃+r (t)) + Lεe2Lt

> Ψ(t, q̃+r (t))

Also by Theorem 3.1 and the fact that p+r (t0) ≤ q+r (t0) < q̃+r (t0), we conclude that p+r (t) < q̃+r (t),
meaning that p+r (t) ≤ q+r (t) when ε goes to zero. According to Definition 2.9, we deduce that p(t) ≤
q(t) on [t0, T ] which completes the proof.
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Remark 3.4. The same conclusions are valid for ⪯ partial ordering

Example 3.5. Consider fuzzy initial value problem x′ = x, x(0) = (2, 3, 4) where Ψ(t, x) = x. We
consider the functions p(t) = (−t2 + 1)(0, 1, 2) and w(t) = et(5, 6, 7) for t ∈ [0, 1]. Let us try to
examine that whether the inequality p′(t) ≤ Ψ(t, p) holds for t ∈ [0, 1]. Here, p′(t) = −2t(0, 1, 2) and
Ψ(t, p) = (−t2+1)(0, 1, 2). Since p′(t) = (0,−2t,−4t) then by Lemmma 2.8 and Remark 2.5 ,the level
sets can be written as

[p′(t)]r = [(p′(t))−r , (p
′(t))+r ] = [−2tr,−2t(2 + r)]

and we also have Ψ(t, p) = (0,−t2 + 1,−2t2 + 2). On the other hand, we acquire

[Ψ(t, p)]r = [(Ψ(t, p))−r ], (Ψ(t, p))+r ] = [(−t2 + 1)r, (−t2 + 1)(2− r)]

It is easily observe that

(p′(t))−r ≤ (Ψ(t, p))−r and (p′(t))+r ≤ (Ψ(t, p))+r

for r ∈ [0, 1], i.e., p′ ≤ Ψ(t, p) on [0, 1]. Now, looking for that whether p(0) ≤ x(0) is true. Since p(0) =
(0, 1, 2), its level set [p(0)]r] = [r, 2− r] and since x(0) = (2, 3, 4), its level sets [x(0)]r = [2 + r, 4− r].
Therefore, we can see that

((p(0))−r ≤ ((x(0))−r and ((p(0))+r ≤ ((x(0))+r

So, p(0) ≤ x(0). Finally, p is the lower solution of fuzzy differential equation. Like mentioned above,
if we take q(t) = et(5, 6, 7) and Ψ(t, q) = et(5, 6, 7), then we can similarly show that

q′(t) ≥ Ψ(t, q), q(0) ≥ x(0)

Consequently, q is the upper solution of the given fuzzy differential equation. It is obvious that the
fuzzy differential equation satisfies the one sided Lipschitz condition given in (3.3) for L > 1.Moreover,
by comparing the following level sets that we have just found

[p(0)]r = [r, 2− r] and [q(0)]r = [5 + r, 7− r]

We see that
[p(0)]−r ≤ [q(0)]−r and [p(0)]+r ≤ [q(0)]+r

for r ∈ [0, 1], so the inequality p(0) ≤ q(0) holds. As a consequence, we obtain p(t) ≤ q(t) on [0, 1] by
Theorem 3.3. Actually, we can check directly whether the result holds. To do so, let us construct the
level sets of p(t) and q(t):

[p(t)]r = [(−t2 + 1)r, (−t2 + 1)(2− r)] and [q(t)]r = [et(5 + r), et(7− r)]

and it can be easily seen that

[p(t)]−r ≤ [q(t)]−r and [p(t)]+r ≤ [q(t)]+r

for all r ∈ [0, 1]. Thus, p(t) ≤ q(t) on [0, 1] is obtained. Furthermore, one can get the exact solution
of the problem as follows:

y = et(2, 3, 4)

Observe that, p(t) ≤ y(t) ≤ q(t), t ∈ [0, 1], it’s represented in Figure 1.
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Fig. 1

In some cases, lower and upper solutions may differ at initial points. In such instances, we need to
make some changes to the previous theorem and add extra conditions to achieve the similar results.

Theorem 3.6. Assume that

(H1) Ψ ∈ C([t0, τ0 + T ] × RF ,RF ), τ0 ≥ t0, T > 0 and the functions p ∈ C1([t0, t0 + T ],RF ),
q ∈ C1([τ0, τ0 + T ],RF ) such that

p′ ≤ Ψ(t, p), p(t0) ≤ x0,

q′ ≥ Ψ(t, q), q(τ0) ≥ x0,

(H2) Ψ(t, x)⊖Ψ(t, y) ≤ L(x⊖ y), x ≥ y, L > 0

(H3) Ψ(t, x) is non decreasing in t for each x.

Then we have

(i) p(t) ≤ q(t+ γ) on [t0, t0 + T ] or

(ii) p(t− γ) ≤ q(t) on [τ0, τ0 + T ]
where γ = τ0 − t0.

Proof.

(i) Define the function q0(t) = q(t+ γ) thus we get

q0(t0) = q(t0 + γ) = q(τ0) ≥ x0 ≥ p(t0)

and
q′(t) = q′(t+ γ) ≥ Ψ(t+ γ, q(t+ γ)) = Ψ ((t+ γ), q0(t)) > Ψ(t, q0(t))

So, q is an upper solution. By using Theorem 3.3 the proof is completed.

(ii) Define the function p0(t) = p(t− γ), t ≥ τ0. It can be written as before

p0(τ0) = p0(τ0 − γ) = p0(t0) ≤ x0 ≤ q(τ0)

and
p′0(t) = p′(t− γ) ≤ Ψ(t− γ, p(t− γ)) = Ψ(t− γ, p0(t))

which leads to the fact p is a lower solution. As a result, by using the previous Theorem, (ii) is
proved.
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4. Conclusion

In this paper, it is aimed to prove some comparison theorems by utilizing upper and lower solutions
for fuzzy differential equations of first order. Our results have been refined to initial time difference
case where upper and lower solutions start different points in time. In addition, an example has been
given for illustration.
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