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Abstract. Nowadays, the size of data recorded and stored in enterprises
information systems (IS) is increasing every second. To face to this phe-
nomenon, contemporary technologies play a major role for gathering,
analyzing, storing, and distributing data that enables organizations to
make smart decisions and to take full control of their activities. The tradi-
tional Business Process (BP) mining techniques were intensively used to
discover, monitor, and optimize processes from event-logs without need-
ing any priory model. However, the majority of the suggested algorithms
have exhibited their limits (such as discovering nested loops, managing
duplicate and hidden tasks as well as dealing with concurrent processes).
In parallel, recent advances in the Artificial Intelligence (AI) discipline
have generated a great deal of enthusiasm in a large spectrum of research
area. In this perspective, Al methods emerge as one of the pillars to over-
come the drawbacks of the conventional approaches allowing anomalies
detection, prediction and recommendation tasks on ongoing process in-
stances at run-time. The aim of this work is to explore towards the use
of AI techniques in the field of business process mining by presenting
a state-of-the-art review ranging from traditional PM approaches to Al
ones, as well as outlining a prospective road-map for mining business
process models basing on Al techniques.

Keywords: Business process - Business Process Management - Business
Process Modeling - Process Mining - Machine Learning - Deep Learning
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1 Introduction

Currently, the massive amount of data generated every second have forced the
companies to operate in a more competitive environment by expressing a press-
ing need to evaluate their activities and inventing new ways for performing their
business responsibilities. Thus, regardless of the nature of their operations, en-
terprises must be able to govern and maintain their Business Processes (BP) by
swiftly designing new BPs or adjusting, updating, and improving those that are
currently in use. This challenge has provided the emergence of Business Process
Management (BPM) technology as a holistic framework that has fundamentally
impacted the way Information Systems (IS) are built and deployed. In reality,
business process management (BPM) technologies constitute the cornerstone of
today’s information systems.

A business process (BP) is considered as a set of interconnected operations that
culminate in the delivery of a service or product to a customer. It must have
a single output and well specified inputs [1]. The BP model is a significant no-
tion in the BPM ecosystem for specifying the organization’s operations. It is an
abstract representation that explains how the needed resources are allocated at
each level of the BP progression, as well as the business logic that drives the
current activity. This indicates that each stage of the operation requires a dis-
tinct participant with a certain function, time, and other material resources in
order to be completed successfully [2]. Indeed, the amount of data created during
BP execution and kept in firms’ IS rises dramatically during the BP invocation,
resulting in a strong and useful new resource for the company.

A pragmatic approach to benefit from this BP data explosion consists to ex-
plore the various data sources containing log files, which must be integrated
adequately in permanent storage supports. Then, applying techniques that al-
low data exploration, by deploying suitable mechanisms for extracting data of
interest [3], all while ensuring BP evolution and maintenance. Moreover, the
BP dynamicity aspect caused by the changes occurring in enterprises environ-
ments, involves organizations to become open systems tightly connected with
an unpredictable and increasingly turbulent and inconstancy environment. In
fact, many reasons may lead to BPs evolution, such as: changes in laws and reg-
ulations, changes in organizational structures, business processes optimization
and re-engineering as well as rapid growth and changes in the Web ecosystem.
Consequently, organizations must constantly update and enhance their BPs for
responding to the growing rate of change in the environment. To overcome these
issues, BP mining appears as a new discipline that seeks to be a promising and
quickly increasing technology for assisting businesses and discovering strategies
to uncover real processes that occurred in the firms. Currently, this young disci-
pline has reached an acceptable maturity level and it performs the majority of
tasks associated with the BPM life-cycle, starting from the design (by models’
discovery) step to the monitoring one. The fundamental concept behind these
approaches is to start with information system-generated event logs and gather
knowledge from them. In practice, the discovery, the conformance checking and
enhancement steps represent the pillars of BP mining approaches. First, the BP
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model is building automatically from the event log data on the discovery step
without priory model. Second, techniques for assessing conformance Compare
an existing process model to the actual process produced from the event log and
determine whether or not the real process conforms to the current model. Lastly,
based on actual events, the improvement approaches may be used to expand or
improve the designed model. However, the majority of these business process
mining algorithms, on the other hand, have limits. Loops, duplicate tasks, hid-
den tasks, and concurrent processes are examples of structures that cannot be
mined using all approaches. As a result, existing process mining algorithms have
issues with inaccurate BP model structures (e.g., The effective and valid model
representation). To address the aforementioned gap, the artificial intelligence
emerges as one of the pillars to power the Process Mining Algorithms and it
leads to a new class of algorithms called Intelligent Process Mining Algorithms
(IPMA) employing machine learning and deep learning techniques. The capa-
bilities of IPMA are divided into five categories: Descriptive Process Mining [4]
is used to gain a complete understanding of what happened in the past. Diag-
nostic Process Mining [5] is employed to filter out why something happened in
the past. Predictive Process Mining [6] involves looking at projections of what
is most likely to happen in the future. Prescriptive Process Mining [7] entails
obtaining recommended steps to avoid future problems. The next important
paradigm transition is toward cognitive process mining analysis [8], which may
get wiser and more effective over time via its interactions with data and humans.
This paper presents a systematic overview of BP mining area and the way in
which it was impacted by Al techniques, as well as the relevant related works of
Al-powered approaches. In top of that, this work is primarily based on a reengi-
neering context which consists to a bottom-up approach leading to rebuild the
abstract BP models, by examining only execution data. In this perspective, this
article exposes several approaches ranging from conventional approaches (ad-
dressing process discovery, conformance checking and enhancement of BP mod-
els) to the AI powers PM methods (allowing anomalies detection, prediction and
recommendation tasks on ongoing process instances at run-time). Finally, this
investigation offers new study directions, providing a road map and recommen-
dations for future research works.

The remainder of the paper is organized as follows: the second section is ded-
icated to the presentation of basic concepts and definitions useful to make the
paper self-contained. In section 3, we expose the junction between Al techniques
and BPs area, by focusing on Al-based process mining related approaches. Sec-
tion 4 is dedicated to a detailed analysis of recent Al-based works and a discus-
sion is initiated in order to identify potential research tracks. Section 5 concludes
the paper and it traces a roadmap for future researches in the field.
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2 Preliminary and background

This section introduces the definition of the business process model and its basic
notions, followed by the fundamental concepts and definitions related to business
process mining.

2.1 Business processes

The phenomenal growth of connectivity and the widespread use of the internet,
as well as the need of companies to develop their activities, have forced them to
perform their BPs in a more competitive environment in which they must exhibit
a high level of agility. Thus, regardless of the nature of their operations, compa-
nies’ have to strive rapid reconfiguration by building up new BPs and updating
the existing ones. In these perspectives, the BP paradigm, which is the lifeblood
of any business, becomes inevitable in order to simplify individual activities and
assure efficient resource use. This target contributed to the appearance of the
BPM technology as a comprehensive and a systematic approach, methods and
techniques for completely altering the way of this firms by discovering, modeling,
analyzing, improving, and optimizing their BPs.

In what follows, we give a concise definition of BP and its model, and then we
formalize the notions of events and traces.

Definition 1. (Business Process) A BP is simply defined as: A set of ac-
tivities undertaken by one or more organizations in pursuit of some particular
business goals [9].

As sample examples of BP, booking a flight, ordering goods or managing retire-
ment applications are real-life BPs, composed of a set of steps each of which
integrates different business rules reflecting the business logic of the company.
To facilitate the management and the maintenance of these BPs, they must re-
spect a life-cycle principal, as dictated by BPM technology. The life-cycle [10]
is built around four consecutive stages, as shown in Figure 1. To begin, pro-
cesses are frequently represented using a formal or a graphical tool that is both
understandable and executable. Second, when they have been established, doc-
umented, and simulated, the processes will be incorporated into the information
system. Third, because they are placed in an execution environment, they must
be managed and monitored. Finally, after a certain period of deployment, the
collected data may be used to analyze how the process operates. For managing
these crucial steps of the BPM, Business Process Management Systems (BPMS)
should be used as a software application and a collection of technologies suitable
for defining, automating and analyzing BPs. The BP models produced in the first
step of the BPM life-cycle exemplify the crucial concept in the BPM ecosystem,
since they are abstract specifications that describe the business logic supported
by the present procedure of the firm. The next steps of the life-cycle present
the crucial complementary stages useful for deploying, evaluating, monitoring,
as well as optimizing the models and its associated data in order to ensure the
agility of the real BP.
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Fig. 1. BPM life-cycle [10]

To represent BPs, formal and abstract tools, such as Labeled Transitions Sys-
tems (LTS), graphs, Petri nets, finite state machines as well as graphic repre-
sentations (UML diagrams), are intensively used in the literature to captures
a set of constraints such as order and time ones [11]. Given this variety of BP
representation models, picking the most expressive process model formalism is
crucial. As Business Process Model and Notation (BPMN) formalism is the most
well formal and popular tool, its used in our work to represent BP models and
their related constraints.

Example 1: In figure 2, a BPNM formalism expressing an online order manage-
ment BP is shown [12]. This e-commerce application has been widely adopted
around the world, particularly in 2021 with the Corona pandemic and it will
be used throughout the paper to illustrate various aspects of BPs management
and mining. In the figure, each node represents a step of the delivery product

O—.{ Quotation Handling H Approve Order
[+]

Fig. 2. BPMN of online order management application’s [12]
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procedure, while relation between nodes (Quotation handling, approve order)
corresponds to activities (actions) to be accomplished to pass through nodes.
This model can be deployed by any company for managing the online order ful-
fillment process. After its deployment, such a BP is executed by an important
number of customers (human, machines or invoked by others BPs). Each invo-
cation of the BP generates a particular case or trace. Every trace is made of a
series of events, each of which symbolizes the completion of a certain process
activity. Three characteristics are required for each event: 1- The trace identifi-
cation: indicates which trace created the event,

2- The activity name: indicates which activity the event relates to,

3- The timestamp: indicates the activity’s completion time.

4- The additional than the ones listed above, we refer to all other attributes as
performance attributes.

Example 2: Table 1, bellow represents two traces (or cases) containing the
event logs of the BP model of the e-commerce order management applications of
figure 2. A trace in this table is characterized with four attributes: Id (identifier
case), customer (the name of the customer). In addition, each trace is composed
of various events which are described with other properties, such as Activity
name, Start time, and End time. Optionally, the trace can be enriched by other
attributes, such as its textual description, the employee (who execute the opera-
tion) and other needed resources attributes. These attributes set is designated as
performance parameters. Furthermore, actions inside the same trace are ordered
and they constitute a control flow. Let’s now define formally the aforementioned

Table 1. The event log of the online order handling application [12]

Case Event Performance
Attributes Attributes Attributes
Ti]a;e Customer Al\clzr‘;ll(:y %r;ref ’I]:?irrlr?e The employee
Quotation handling| 1/1/2020 9:12 | 1/1/2020 9:15 Chaima
1 A Approve order |2/1/2020 10:12|2/1/2020 10:15|  chaima
Order handling {2/1/2020 16:12{2/1/2020 17:11| Chaima
Review order  [3/1/2020 16:12|3/1/2020 16:12|  chaima
Quotation handling| 1/3/2021 9:12 | 2/3/2021 9:20 Hadjer
2 B Approve order | 4/3/2021 8:44 |8/3/2021 11:15 Hadjer
Shipping handling |8/3/2021 12:12{8/3/2021 16:00 Hadjer
Review order  |8/3/2021 18:20| 9/3/2021 9:10 Hadjer

concepts of events and traces.

Definition 2. (Event) An event is a tuple (a, ¢, t, (d1, v1), , (dm, vm)) where
a is the activity name, c¢ is the trace ID, t is the timestamp and (d1, v1), . . .,
(dm, vm) (where m 0) are the event or trace attributes and their values [13].

Example 3: Table 1, bellow shows a set of events and traces. The set of
traces forms the event log data (in other word: the process variant or the exe-
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cution trace). According to definition 3, a is the activity, ¢ is the trace ID, t is
the start time and (Al, V1), (Am, Vm) (where m 0) are the event or trace
attributes and their values. According to table 1, an example of event is: (Quo-
tation handling, 1, 01/01/2020 9:12:57, (Completion time, 01/01/2020 9:15:00),
(Employee, Chaima)). A trace or a case is the sequence of events produced by
the execution of a particular procedure. Over the time, the various executions of
the activities of the deployed BP, capture generated events reflecting historical
execution traces. These executions lead to the formation of database containing
the historical data or execution traces (The event log data). The formal definition
of a trace is the following.

Definition 3. (Trace) A trace E is a non-empty sequence = [el,, en] of events
such that i [1..n], et E, and j, j [1...n] ei.c = ej.c. In other words, all events
in the trace refer to the same trace [13].

Example 4: In table 1, the first trace (Trace ID=1) stores an event log com-
posed with a set of the following data: [(Quotation handling, 1, 01/01/2020
9:12:57, (Completion time, 01/01/2020 9:15:00), (Employee, Chaima)), (Ap-
prove order, 1, 02/01/2020 10:12:57, (Completion time, 02/01/2020 10:15:32),
(Employee, Chaima)), (Order handling, 1, 02/01/2020 16:12:57, (Completion
time, 02/01/2020 17:11:00), (Employee, Chaima)), (Review order, 1, 03/01/2020
16:12:57, (Completion time, 03/01/2020 16:12:57), (Employee, Chaima))] After
having introduced the basic concepts of BP, in what follows we present the pro-
cess mining domain.

2.2 Process Mining

Process mining is a study field that combines BPM with data analytics tech-
niques to derive meaningful insights from process execution data [14]. Its ap-
proaches aim to support different stages of the BPM life cycle, such as process
discovery, analysis, and monitoring [15]. In fact, it targets to identify, monitor,
and improve real-world processes by extracting knowledge from event logs [16],
which are widely available in today’s information systems. More precisely;

Definition 4. (Process Mining) Process mining is a set of approaches that
connects the areas of data science and BP management to help analyze opera-
tional business processes using event logs [17].

As depicted in figure 3, the process mining ecosystem is perceived into three com-
plementary dimensions, based on its input and output. The first aspect consists
to discover BP models from an event log without using any previous knowledge.
The second one allows the conformance checking of BPs, by operating compar-
ison between an event log and an abstract BP model (extracted from an event
log or developed manually from scratch). Thus, the conformance checks if the
reality is model-compliant as recorded in the log and vice versa. The third kind
is related to the BP model enhancement and it aims to improve current process
models by using execution information recorded in the event log, or to detect
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Fig. 3. Business process mining lifecycle [18]

the malfunctions and anomalies induced through conformity checking.
In the following, we focus on each aspect and provide the basic definitions that
explain the innovative perspectives of process mining analytics systems.

Process discovery approaches Process discovery [19] is the initial step of
process mining and is one of the most difficult activities. The general question of
BP discovery has been extensively addressed and the recent research literature is
very rich in approaches and techniques that tackle different facets of BP design
basing on log file analysis and exploration [20, 21, 22, 23]. For example, the figure
2 shows a Petri-net graph expressing an online pharmaceutical BP model which
can be extracted from event logs using process discovery approaches. In fact,
these approaches exploit the event log as input to construct a model without
requiring any priori data. However, facing the difficulties related to extracting
abstract behavioral specification reveals a variety of problems of different na-
tures. Van der Aalst [24] pinpoint these key challenging obstacles that remain
in the field of business process mining ranging from noise, hidden tasks, dupli-
cate tasks, mining loops, concurrent processes and the local vs global search.
In general, these shortcomings led to the fact that all the conventional process
discovery algorithms operate in a similar manner, scanning through the events
recorded in the event log and progressively developing an abstract model that
best explains the observed behavior. It either matches the present process model
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or necessitates certain changes to the model that have been identified thus far.
When the algorithm reaches the end of the event log, it has observed all conceiv-
able variants of the system’s behavior and, as a result, produced a process model
that represents the system’s behavior. In the top of that, as will be revealed in
the next sections, the generative models [25], the caps Net [26] and the graph
nets [27] are the challenging Al-based BP models that aim to enrich and perform
the conventional PM approaches by giving a novel ingenious viewpoint of the
BP models for developing a features map elucidating the characteristics of the
BP without designing the abstract representation of the BP models.

Conformance checking approaches Conformance checking [28] is a method
for comparing event logs or the resulting process to the current reference model
of the process (target model). This method is used to check if the target process
is the same as the real one and it verifies its compliance. In other word, it solves
a basic issue: matching a real-world process model to a theoretical one. For ex-
ample, checking whether the petri net model of the online pharmacy application
presented in the figure 2 conforms to the reality or the event recorded in the log
of the table 1. The delta analysis [24, 29] is the vital challenge problem presented
by (Van der Aalst (2001-2020)) for comparing the process model and the refer-
enced one, by checking the similarity and disparity between them. In this case,
several applications occur as a result of this challenge, such as calculating the
degree of observed behavior that is contained in the process model (fitness) or
the amount of modeled behavior that is really seen in the event log (precision).
Regardless, the need of Al-based approaches for fulfilling a smart conformance
checking mechanism is extremely prominent especially with the generative mod-
els that attempt to learn a small space in which the event log data instances can
be well rebuilt. As will be underlined in the next parts, given that these types
of generative models are divided into two parts: the generative part to produce
BP models as well as a discriminator part, that employ the back propagation
and the training logs to verify that the target output regenerated matches the
real event log data for identifying fakes in the BP models [30].

Process enhancement The extension or improvement of an existing process
model using pertinent information about the actual process recorded in some
event logs [31] is the most cited definition of process enhancement within the
process mining field. The findings of the improvement model represent the anal-
ysis quality and provide a benchmark for future analysis.

For example, the online pharmacy application presented in the figure 2 may be
improved by modifying (adding, moving or deleting) specific constructs of the
initial BP model. Such enhancements are induced by other occurring knowl-
edge and could be extracted from the performance attributes or by integrating
new constraints. As an illustration, reviewing timestamps in the event logs, and
finding out about bottlenecks, frequencies of purchases as well sells statistics
are potential factors which can impact the specification of the initial BP by
involving its enhancement. These environmental variables are handled in an en-
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hanced model using techniques of process discovery and analysis of conformity,
where many process shortcomings include flash experiences, process loops, and
undesirable process differences was the target of various Al-based BP mining
solutions.

3 When Artificial intelligence meets business process
mining

To achieve one of the fundamental objectives of the BP mining discipline, for
discovering the BP model from execution logs, various conventional algorithms,
ranging from alpha algorithm to fuzzy [32], genetic [33] and heuristic ones [34]
have been proposed to cope with the related issues (e.g., the noise, the concur-
rent processes, the loops structures etc.). Whereas, while all these conventional
techniques still suffer from innumerable limits by producing an overloaded and
confused workflow model (spaghetti effects), the spectacular advances of the arti-
ficial intelligence techniques occur to overcome these drawbacks and to promote
the BP mining area with additional benefits. In fact, Al can provide consid-
erable services and achievements for the BP discipline. Considering that Ma-
chine Learning (ML) and Deep Learning (DL) resides at the root of these Al
approaches, the next section gives a brief description of these techniques and
discusses the impact of AT on BP mining, by exposing the induced approaches
and methods.

3.1 The fundamentals of artificial intelligence

Data science is at its basis a field of study that tries to extract knowledge and
insights from data using a scientific method. It is a big data concept that entails
data representation, preparation, processing, and analysis through the use of the
AT [35] techniques. ML and DL resides at the base of these AT approaches. The
simplest way to think about their connection is to see them as overlapping rings,
with Al as the earliest and greatest notion, followed by machine learning, which
bloomed later, and lastly deep learning, which is driving today’s Al explosion
and fits inside both. In what follows, we present a brief definition of AI, ML as
well as DL.

Artificial intelligence Al is a wide field of study in computer science cover-
ing a set of tools, techniques, methods and approaches for allowing machines to
reason by imitating the human intelligence and reasoning principles [36].

The ultimate goal of Al is to reproduce and facilitate humans daily tasks by au-
tomating activities and allowing machines to reflect human intelligence. There
are three types of Al systems.

1.Artificial Narrow Intelligence (ANI): is oriented and trained to do a particular
job.

2.Artificial General Intelligence (AGI): is the ability of machines to learn, com-
prehend, and behave in situations where they are indistinguishable from humans.



A Road-map for MBP Models via AI Techniques 37

3.Artificial Super Intelligence (ASI) is a hypothetical AT in which robots can out-
perform the smartest humans in intelligence.

Machine learning Machine Learning is a branch of AI that uses statistical
learning techniques to create intelligent systems and it aims to answer the ques-
tion: how can we build computer systems that automatically evolve with expe-
rience, and what are the fundamental laws that govern all learning processes?
[37].

In general, ML tries to grasp data structures and integrate them into models
that humans can use and comprehend. It enables systems to learn and evolve
naturally from experience without having to be explicitly programmed [38]. In
fact, ML mechanism consists of three major steps: pre-processing, feature ex-
traction, and classification or regression. One of the key factors in the success of
ML algorithms is extracting data characteristics by transforming raw data into
a vector of features to train our learning algorithm how to recognize the object’s
features.

ML can be classified based on their intended purpose into three categories: the
supervised learning (the machine learns from a well labeled training data, i.e.;
some data is already tagged with the correct answer [39]), the unsupervised
learning (the model works on its own to discover information, i.e.; it mainly
deals with the unlabeled data [40].) and the reinforcement learning (the sys-
tem learns an optimal, or nearly-optimal, policy that maximizes the ”reward
function” or other user-provided reinforcement signal that accumulates from the
immediate rewards [41]).

The crucial success factor of the traditional ML systems relies on feature extrac-
tion to turn raw data into a characteristic vector initially designated by the ML
model creator. However, identifying and formalizing characteristics of systems is
not always an obvious task.

Deep learning Nowadays, Due to the data explosion, the aspect of extract-
ing the relevant features has weakened as a result of the difficulty of the ML
creator’s for extracting such characteristics. This contributes to the appearance
of the Deep Learning (DL) as a subset of ML techniques for automating the
feature extraction step. In a nutshell, DL is defined by Yann LeCun et al as a
technique that allows computational models that are composed of multiple pro-
cessing layers to learn representations of data with multiple levels of abstraction
[42]. The DL network architectures are ranging from the supervised algorithms
as Convolutional Neural Networks (CNN) [43], Capsule Networks (Caps Net)
[44], Recurrent Neural Networks (RNN) [45], transformers [46], Graph Networks
(GNN) [47], to the unsupervised ones: generative models [48], as well as the deep
reinforcement learning [49].

From an operational point of view that is related to the context of BP mining,
AT techniques aims to consolidate BP mining field by ensuring a solid foundation
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and allows it benefiting from advances and advantages of Al techniques. In what
follows, we expose the junction between these two fields.

3.2 Al powers business processes mining

Discovering BP models aims to construct the abstract specification of a BP from
real execution data. According to conventional BP discovery techniques, as men-
tioned in the beginning of section 3, the target model may contain noise, hidden
and redundant tasks, mining loops structures and concurrent processes. As a re-
sult, the produced model is not always an optimal one, in the sense that it may
ignore strategic structures or integrate fictive ones. Consequently, the obtained
model leads to tactical and strategic execution errors. Al-powered BP mining
approaches use ML and DL techniques to overcome the aforementioned gap and
strengthening the capabilities of the traditional process mining techniques, while
making them benefit from the latest achievements of AI. Such an incursion of
the AI in the field of BP has led to the appearance of the following five BP
mining categories.

Descriptive process mining For activities that might benefit from the knowl-
edge acquired from summarizing data in novel and interesting ways, a descriptive
model [50] is employed. As previously stated, the first form of process mining
is discovery, which is a descriptive approach for identifying and characterizing
patterns while gaining a thorough understanding of real-world company activ-
ities. A statistical study of the event data was used to determine the ability
to build a visual process flowchart which emphasizes the most common process
flows [51]. It also enables the addition of a detail level by enhancing the model
and capturing any uncommon process deviations or anomalies. In the top of list,
Deep anomaly detection learning techniques as well as generative models [52, 53]
aims at learning representations of the functionalities or anomaly scores using
neural networks in order to identify anomalies. A vast number of techniques have
been created that show much better results in dealing with difficult detections in
a wide range of real-world applications and business processes than traditional
anomaly detection.

Diagnostic process mining Diagnostic analytics [54] are focused on the past,
such as descriptive analytics, by explaining why something happened. In other
words, the next step after detecting a problem of the process is to investigate
why it has happened in the business process management systems. The aim
is to compare past occurrences in order to discover reasons to guide: Identify
anomalies [55], patterns, and relationships. Diagnostic process mining assists
to find the solution by analyzing all the process mining data accessible in the
model. Analysts may apply more advanced analytics to extract the relationships
between causes and effects, using the theory of probability, regression analysis
and time series. The key functions and useful machine learning methods are used
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in the Root Cause Analysis area [56] by determining the underlying reasons of
any identified process issues.

Predictive process mining The two preceding levels of smart process mining
showed how problems can be recognized (descriptive process mining) and why
they occurred (diagnostic process mining). The goal is to predict future issues
using ML models in this third stage. Because the process mining model already
has information on every completed case [57], these predictions are possible. Us-
ing this knowledge, the ML algorithm can predict the outcomes of each case in
a manner that is very similar to what a human expert would predict. As the
semantics represent one of the key factors for success of the Recurrent Neuronal
Network (RNNs), Long Short-Term Memory (LSTMs), transformers and pre-
dictive DL methods in general which is not readily available in the majority of
event logs. The challenging conception for BP prediction is employing text min-
ing methods and methodologies of natural language processing where incoming
text is transformed into word vectors using techniques such as word embedding.

Perspective process mining As soon as we have a prediction, prescriptive
process mining introduces the concepts of recommender systems [58], which have
been playing a vital and indispensable role in various information access systems
to boost business [59] and facilitate decision-making processes [60] and are per-
vasive across numerous web domains, such as e-commerce [61] and/or media
websites, where continuously improving business processes are critical to a com-
pany’s success [62]. To accomplish this primary goal, BP modeling, which is a
graphical presentation of processes in an organization, is employed [63]. Tradi-
tionally, recommender systems have relied on approaches such as clustering [64],
closest neighbor [65], and matrix factorization [66] to overcome the aforemen-
tioned constraint. However, in recent years, we have seen remarkable success with
what we term ML and DL for recommendation systems that are categorized into
three types based on how the suggestions are generated [67]: Recommender Sys-
tems Based on Content, Recommender Systems Based on Collaborative Filtering
and Recommender Systems in Hybrid Form.

Cognitive process mining The next major radical change that has impacted
BP area is cognitive analysis, which takes advantage of huge advances in high-
performance computers by combining a variety of clever technology generally
used for specialized activities by human intelligence, such semantics, Al algo-
rithms, and DL. By extending process management beyond process logic to
business logic, a cognitive approach to BPM enables flexibility, agility, and
adaptation in complex and dynamic business ecosystems. The way that BPs
handle complex tasks while simultaneously maintaining continual awareness of
circumstances and making real-time decisions demands a concurrently providing
between humans and the technologies with which they operate [68]. Cognitive
computing systems acquire experience and refine procedures over time, and use
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AT and ML algorithms to manage both organized and unstructured BP data
[69, 70]. They may also adapt in real time to new and ever-present changes that
occur in the environment. A cognitive BP enables the BP management system
to perceive, analyze and interpret business events and evolution to make BPM
dynamic and agile.

Before closing this section, it’s important to summarize the situation on the in-
cursion of AT techniques in the field of PB, by reformulating the initial question
induced by the use of Al techniques in order to improve BP mining approaches,
while overcoming their limits. Perceiving the main challenging research question
induced by smart BP mining can be expressed as follows:

How can a robust method extract behavioral models basing only on execution
data and how prediction, generalization and recommender system can be built
by designing an ideal feature map with much higher characteristics that carefully
consider the maximum amount of information embedded in log data?

To address such concerns, intensive research works basing on AI techniques have
been carried out over the past decade. An overview of these methods is presented
in the next section.

4 Review and trend analysis of Al Powers BP mining
approaches

This section is dedicated to the presentation of a panorama, of process mining
methods and approaches having made use of Al techniques, as well a general
discussion which highlights the new trends of research in this field.

4.1 Related works

A variety of approaches and methods based on Al techniques are employed at
different levels of BP mining. Each of which focuses on particular aspect of the
BP mining and it use its own ML or DL mechanism. In what follows, a sys-
tematic review of recent works having deal with such concerns is exposed and
summarized in Table 2 bellow. Each work number in the review refers to its
entry in the table.

1.Although one of the pivotal concerns of PM approaches consists to discover the
BP models from the recorded event log data, evaluating and filtering these logs
is a vital step towards developing an optimal and realistic model. In this regard,
the cornerstone is analyzing the execution traces in real-time for reacting prop-
erly and for acquiring the right BP model as well as reducing losses and risks
in organizations’ activities. In spite these benefits, the real-time management
can cause several troubles in the event log data as the noise and the ambiguous
information...etc. In this case, managing such invalid data can lead to erroneous
findings during subsequent real-time processing. For this reason, one of the dif-
ficult and crucial AT and ML tasks is to identify such confused dataset and to
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discard them from the analysis process in order to construct a more accurate
real-time BP. The fundamental of these Al anomaly detection approaches are
the probability, distance-based, reconstruction-based, and domain-based novelty
detection. In which reconstruction-based techniques are built on the concept of
training neural networks that can reconstruct normal behavior but fail with ab-
normal ones too. To achieve such goals, the first study [71] suggest a BINET,
which is a Recurrent Neural Network (RNN) trained to anticipate the following
event and has attractivities that focus to identify anomalies in the multivariate
detection of information in discrete events.

2.Furthermore, as previously stated, the PM conformance checking aims to pro-
vide methodologies to detect anomalies from the event log, by comparing the
discovered models to the reference ones, or by reconstructing the event log from
the generated model in the absence of reference ones. To fix the second case,
a novel category of anomaly detection methods arises for rebuilding the event
log itself through generative models such Generative Adversial Network (GAN)
[72] and Variational Auto-Encoder (VAE) [73] architectures, where irregularities
are determined by following the fundamental assumptions: no preceding process
information, training in anomalies, no required model references, no required la-
bel and the algorithm has to eliminate the anomalous activity. In this scenario,
authors in the 2nd study [74] propose a method for identifying and analyzing
abnormalities in the execution of BP using an auto-encoder by reconstructing
the event logs. The first step of the method encodes each activity and user using
one-hot encoding. Each action in the event log is represented by an n-dimensional
vector, where n is the number of different activities in the log. To encode one
activity, just set the appropriate dimension of the one-hot vector to a constant
value of one while leaving the other dimensions at zero. In the same way, en-
coding the user event attribute. Finally, a single hot-encoded vector is obtained.
The auto-encoder may be trained using a one-hot event encoding log utilizing,
both the input and the label with the backward propagation technique. The
unique noise layer adds Gaussian noise before the auto-encoder is added. Only
during training this layer is active. The auto-encoder is now trained to replicate
its input, for minimizing the mean square error from input to output.

3.In the top of that, the authors of the third work [75] use deep generative
models for unsupervised anomaly detection in process event data for an online
real-time operational system. The major contribution of this work allows train-
ing Variational Auto-Encoder (VAE) with normal and abnormal data. Although
the output model in the 2nd and 3rd previous papers is, more or less, consis-
tent with the reality contained in the training data, this work doesnt include log
dependencies during process discovery. Consequently, the target model may be
incomplete and which means that some erroneous behavior cannot be identified,
whereas Recurrent Neural Networks (RNNs), long short-term memory (LSTMs),
and transformers with VAE and GAN can address this problem for identifying
complex behaviors.

4.In addition to this descriptive BP, forecasting and advising the future activity
of a running BP execution trace is the second kernel Al-powered BP approaches.
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Several innovative ML methods, like as Deep Learning (DL), Neural Network
(NN), RNN, LSTM, Transformers, and CNN were developed to deal with vari-
ous prediction problems as: outcome prediction, remaining time prediction and
suffix prediction. Although RNNs are well suited for event log data due to their
sequential nature, the fourth study [76] proved that using a 1-dim CNNs can
compete with RNNs for future activity prediction utilizing stacked inception
CNNs modules.

5.In spite of these benefits, such machine learning techniques can include hun-
dreds to millions of parameters to estimate, requiring a large amount of labeled
training data in order to generalize well and uncover hidden patterns. However,
the small size of the real-life event log available for training motivates the GAN
proposed by [77] for a novel adversarial training framework to address the prob-
lem of next event prediction, whereas the proposed approach by the researches
of article 5 [78] gives more relevant results by having two main parts: In the first
stage, data are prepared as prefixes for the prediction task and the encoding
necessary to categorize variables is adopted. The encoding of the proposed ad-
versarial net employs a one-hot encoding. The second section provides a minimal
game of fake and real prefixes between the generator and the discriminator. The
real prefixes are those in the training set, and the output of the generator pro-
duces false prefixes. Since the adversarial network’s generator and discriminator
compete with each other, the objective of this technique is to reduce its error in
discriminating between actual and false prefixes.

6.0ngoing with prediction problems, the previous log dependencies issue is still
strongly present which can be solved using the text mining and natural lan-
guage processing methodologies. In this context, the aim of the work 6 [79] is to
forecast the process and predict the events based on the previously completed
event log, as well as to evaluate the predictive performance of the next process
event. One-hot encoding and min-max scaling of the data were done in the pre-
processing stage to enhance prediction accuracy and allow categorical data to be
used. On the basis of GPT-2 that can create a context processed representation
by according attention to different parts of the input sentence, the POP-ON
model adds a linear network which exploits the event attribute for the resid-
ual structure within the Transformer Decoder Layer to reflect elements in the
prediction. In this case, the article 7 [80] offers another approach known as the
transformer process to solve the problems of changing and complex time-specific
data sequences because of multiple control flows in real-life event logs. The main
contribution is a process transformer technology for learning high-level repre-
sentations, which can be utilized to reason through a long sequence of networks
like as LSTM from sequence event log data with minimal preprocessing step.
Finally, the enhancement step represents another key concept of Al-powers BP
mining approach summarized in the optimization and stochastic techniques,
among others [81]. In this scenario, the reinforcement learning is a suitable op-
tion, if there is a certain amount of uncertainty in the environment of the agent
who exposes some degree of uncertainty by exploiting learned behavior vs. ex-
ploring new behaviors which might improve the result. As a consequence, the
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complexity of BPs expands and more states may be required to describe and
optimize the environment. The research 8 [82] demonstrates that finding a rule
of thumb for parameter settings in the field of business process optimization is
a critical component of an efficient solution. While the article 9 [83] emphasizes
that resource allocation is crucial for process development, it did not receive
much attention at the time. However, as indicated [84], the topic has gotten
significantly greater attention in the recent decade, as evidenced by the num-
ber of published scientific publications. This paper’s research used double Deep
Reinforcement Learning (DRL) to allocate resources in business operations. In
order to maximize resource allocation for many processes and resources at the
same time, as is required in real-world scenarios. Table 2. summarizes the most

Table 2. Related works of Al-based process mining approaches

Order Type Title Approaches | Publication
year
BINET: Multivariate Business
1 . Process Anomaly Detection Using |BIN et RNN| Aug. 2018
Descriptive BP Deep Learning|71]
Machine A b 1ne
. nalyzing business process Auto-
2 learning and . . 2018
anomalies using auto-encoders[74] | encoders
Anom?.ly Variational Auto-encoder for
3 detection Anomaly Detection in Event Data VAE 2021
in Online Process Mining [75]
Activity Prediction of Business
4 Process Instances with Inception CNN Nov. 2019
CNN Models [76]
Predictive and Predictive Business Process
5 recommender Monitoring via Generative
BP machine Adversarial Nets: The Case of GAN April 2020
learning Next Event Prediction [78]
POP-ON: Prediction of Process Fully
6 Using One-Way Language Model | attention- 2021
Based on NLP Approach [79] based
transformer
Process Transformer: Predictive |Transformer
7 Business Process Monitoring with | Network April 2021
Transformer Network [80]
Business Process Optimization
8 Cognitive BP | with Reinforcement Learning [82] DRL July 2019
Optimization | Deep Reinforcement Learning for
9 Resource Allocation in Business DRL Mar. 2021
Processes [83]

interesting works that have addressed the intelligent mining of BP, i.e.; which
use one or more Al techniques to deal with the aspects of the domain. These
related works are classified according to the concern of BP mining, as discussed
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in subsection 3.2 (descriptive BP, predictive and recommender BP, cognitive BP
and optimization).

4.2 Discussion and trend analysis

Based on the related works of Al-powers PM approaches, we can argue that
the effectiveness of the organization is heavily linked to their BP which must
be continuously renewed, updated and, sometimes, completely redesigned. In
this perspective, BP modeling is a crucial and unavoidable step, where once the
abstract specification is designed (from scratch or from event logs), their con-
formance and optimization must be operated. Nevertheless, its not an easy task
to achieve such goals, especially with the permanent explosion of the mass of
data generated by the intensive deployment of BPs via the Web. Indeed, the
wide range of the conventional approaches offered for extracting, updating and
optimizing BPs, the generated models from the logs data still present different
limits.

Nowadays, the spectacular growth of the Al techniques in the different domains
might be of tremendous help to the field of BP. In the top of list, the ML and DL
have been largely exploited by the BP mining leading to Al-powered BP min-
ing area that aims to discover, enhance and optimize the BP. Such reinforced
approaches aim firstly to preprocess the log data by removing the anomalies
and extracting the relevant features necessary for predicting and suggesting the
events, or any other type of information. Even though this discovered feature
does not result in a graphical representation of the PM model, it indicates one of
its powerful aspects, in which they absolutely have further knowledge to enhance
the discovered PM model. Furthermore, despite the fact that optimization is an
important component of any data analytics system, and getting an optimized
BP model is another BP objective, few PM researchers have focused on it.

We outline that the Al-powered BP mining approaches are still far from produc-
ing perfect and optimized models that satisfy the performance criteria (growth
of the model extraction time induced by the mass of data). In this case, finding
an optimal model with sufficiently descriptive characteristics that take into ac-
count anomalies, semantic and hidden rules extracted from log data for robust
prediction and recommendation system which, is extremely crucial, particularly
with the data explosion enforced in recent years.

Finally, different perspectives can draw the road-map for future works:
1.Starting from the preprocessing step, how the relevant features can be ex-
tracted from event logs for classifying different BPs and identifying the underly-
ing anomalies in order to filter-out a high-quality event data useful for the next
steps?

2.How the basic generated model can be enhanced and enriched with further
descriptive attributes such as: time constraints, further event/case attributes,
the transactional constraints, as well as the performance attributes or quality
of service (QoS) parameters? And what are the most expressive and pertinent
attributes to be handled for enriching the BP model?
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3.Whats the best form of the output discovery step? The graphical representation
(a flowchart model suitable for collaboration, communication and composition)
or a formal description expressing business rules (which is most adequate for
operating reasoning actions), or both the two forms?

4.Whats the benefit of the semantic, hidden rules and the performance param-
eters included in the log data for designing the general model without over or
under fitting the real BP?

5.Since the dynamicity of the PBs, what is the part that should be updated in
the PB model in the case of presence and/or absence of the reference model?
6.Since the heterogeneity of BP data, how the complex behaviors can be ex-
tracted from the event log?

7.How can the prediction and recommendation beneficial to design and enhance
the BPs models?

8.Since the real-time management of the BPs is pivotal for the success of the
organization, how benefiting from the concepts of DRL mechanisms?

9.How can parallel and distributed computing be used to design an optimum
system that works with a large amount of data?

5 Conclusion

For a rigorous understanding of firms BPs and an efficient analysis of execution
traces stored in their information systems, a multi-perspective descriptive model
(flowchart) is often constructed by using traditional process mining approaches.
Innovative ML including the semantic, the organizational aspects, historical
traces and firms business rules are recently deployed to overcome drawbacks
of traditional methods. These algorithms are used in a variety of complimentary
aspects of the BP, including BP extraction, prediction, recommendation, case
error detection, feature detectors, and so on.

As a first step toward developing a unified and novel perception of the subject
which takes into account limitations of the related techniques, this article offers
a lucid review and an insightful and innovative insight survey, followed by future
perspectives of BP smart management systems. In this regard, a new deep learn-
ing model, as well as novel formal and progressive imitation of human reasoning
mechanism, will be used to find an optimal model with sufficient descriptive
characteristics that takes into account anomalies, semantics, and hidden rules
in log data. Such concerns target to elaborate a robust prediction and recom-
mender system which is extremely crucial, particularly with the data explosion
enforced in recent years. As another direction of our future works, we plan to in-
tegrate semantics in the target BP model by using ontological concepts. Further,
we envisage using parallel and distributed computing (MapReduce, Hadoop) to
experiment the performance of the conceived systems while deploying our ap-
proach on real-data originating from social networks.
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