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Abstract 

Cervical cancer is one of the prevalent type of cancer among women although its treatment success is the highest when compared to 

other types of cancer once diagnosed. Automatic classification of cervical cancer is essential to accelerate the treatment process and 

increase the survival rate of the patients. Inadequate awareness, deficiency of medical opportunities, and expensive screening procedures 

increase the death rates. This common cancer is frequently screened by several imaging tests including Pap smear, cervicography and 

colposcopy. The decisions are made by the help of these tests, but structural complexities of cervical cells may complicate the decision. 

Recent developments in neural networks show remarkable achievements in disease diagnosis. Also, transfer learning draws the attention 

of most of the researchers because of its advantages. This paper presents a transfer learning based cervical cancer detection method for 

early diagnosis. Pap smear images were preprocessed using median filter before training the deep learning model in order to remove 

noise from the images for better classification. Cancerous and non-cancerous cervical cells are distinguished through pre-trained 

networks. Five popular pre-trained networks which are SqueezeNet, VGG-19, AlexNet, ResNet-50 and InceptionV3 have been utilized 

and compared for the problem.  SqueezeNet achieved the best validation accuracy (96.90\%) when compared to other neural structures 

and this performance makes the proposed method the best among other unsupervised approaches in the literature for cervical cancer 

diagnosis. Additional experiments also proved the success of the proposed model for the classification of two similar classes, namely 

Parabasal and Metaplastic cells. The results demonstrate that the proposed approach can provide a confidential, cheap, and fast decision 

support system for cervical cancer diagnosis. 

Anahtar Kelimeler: Cervical cancer diagnosis, Convolutional neural networks, Transfer learning, Pap smear images 

Medyan Filtre Tabanlı Önişlem Kullanılarak Geliştirilmiş Bir Derin 

Öğrenme Temelli Rahim Ağzı Kanseri Tespiti 
Öz 

Rahim ağzı kanseri, teşhis edildikten sonra diğer kanser türlerine kıyasla tedavi başarısı en yüksek olanıdır ve kadınlar arasında en sık 

görülen kanser türlerinden biridir. Rahim ağzı kanserinin otomatik sınıflandırılması, tedavi sürecini hızlandırmak ve hastaların hayatta 

kalma oranlarını artırmak için çok önemlidir. Yetersiz farkındalık, tıbbi imkânların yetersizliği ve pahalı tarama prosedürleri ölüm 

oranlarını artırmaktadır. Bu yaygın kanser sıklıkla Pap smear, servikografi ve kolposkopi gibi çeşitli görüntüleme testleri ile taranır. 

Kararlar bu testler yardımıyla verilir, ancak servikal hücrelerin yapısal karmaşıklıkları kararı zorlaştırabilir. Sinir ağlarındaki son 

gelişmeler, hastalık teşhisinde dikkate değer başarılar göstermektedir. Ayrıca, transfer öğrenme avantajlarından dolayı çoğu 

araştırmacının dikkatini çekmektedir. Bu makale erken teşhis için transfer öğrenme tabanlı bir serviks kanseri tespit yöntemi 

sunmaktadır. Pap smear görüntüleri, daha iyi sınıflandırma için, görüntülerden gürültüyü çıkarmak amacıyla derin öğrenme modelinin 

eğitiminden önce medyan filtresi kullanılarak ön işleme tabi tutulmuştur. Kanserli ve kanserli olmayan servikal hücreler, önceden 

eğitilmiş ağlar aracılığıyla ayırt edilir. SqueezeNet, VGG-19, AlexNet, ResNet-50 ve InceptionV3 isimli beş popüler önceden eğitilmiş 

ağ kullanılmış ve problem için karşılaştırılmıştır. SqueezeNet diğer sinirsel yapılarla karşılaştırıldığında en iyi test doğruluğunu 

(%96.90) elde etmiştir ve bu performans önerilen yöntemi serviks kanseri teşhisi için literatürdeki diğer denetimsiz yaklaşımlar arasında 

en iyisi yapmaktadır. Ek deneyler, Parabasal ve Metaplastik hücreler olmak üzere iki benzer sınıfın sınıflandırılması için önerilen 

modelin başarısını da kanıtladı. Sonuçlar, önerilen yaklaşımın rahim ağzı kanseri teşhisi için güvenilir, ucuz ve hızlı bir karar destek 

sistemi sağlayabileceğini göstermektedir. 
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1. Introduction 

As a fourth common cancer type among women, cervical 

cancer causes hundreds of thousands of women deaths worldwide. 

World Health Organization (WHO) recorded 570000 women 

diagnosed as cervical cancer and 311000 cervical cancer death in 

2018 (World Health Organization, n.d.). Treatment success of 

cervical cancer is the best among other cancer types according to 

WHO. The most important problem for cervical cancer prevention 

stays as early detection. Screening and treating precancerous 

lesions are performed to save women from cervical cancer. But 

lack of medical facilities, lack of experts and expensive screening 

procedures expose most of the women in underdeveloped 

countries to tough cancer process. Computer-aided decision 

support systems play an important role to overcome these issues. 

In the recent years, computerized decision systems have been 

frequently used for medical purposes. Especially for cancer there 

are many papers published on machine learning based diagnosis 

in the last decade. Prostate cancer (Nitta et al., 2019), gastric 

cancer (Dong et al., 2020), breast cancer (Shi et al., 2009), 

(Senturk & Kara, 2014), (Ekici & Jawzal, 2020), (Guo et al., 

2019), pancreatic cancer (Hashimoto et al., 2019), and lung cancer 

(H. Li et al., 2018) are the examples of computer-aided cancer 

diagnosis. 

Determination of whether a person has cervical cancer has 

been searched in several studies. Xue et al. (Xue et al., 2010) 

developed a web-based segmentation method to identify certain 

cervical tissues using cervicography images. The system can 

archive, retrieve, compress, and analyze cervix images. Intensity, 

saturation and gradient information were used for the 

segmentation of cervix images. Arya et al. (Arya et al., 2016) used 

morphological operations for the segmentation of Pap smear 

images. Support Vector Machine (SVM) classifier decided 

whether the person has cancer or not. Fuzzy c-means clustering 

has been used by Indrabayu et al. (Indrabayu et al., 2017) in order 

to extract the nuclei region that may be the sign of cervical cell 

abnormality. Bhowmik et al. (Bhowmik et al., 2018) also 

extracted nuclei region using their own dataset. Linear SVM has 

been exploited by 12 shape features. Feature selection improved 

the classification performance to 97%.  70 single cell Pap smear 

images of Herlev dataset has also been used in the experiments of 

the 7-class classification problem and 93% precision and 94% 

recall have been obtained. Yang et al. (W. Yang et al., 2019) 

analyzed the risk factors of cervical cancer. The data has been 

gathered from a hospital in Venezuela. 36 factors have been 

evaluated by MLP and random forest. “age” and “number of 

sexual partner” factors were found to be the most effective for 

cervical cancer. Yang et al. (Z. Yang et al., 2019) used colposcopy 

images for cancer detection. Colposcopy provides a magnified 

and illuminated view of cervix as a medical diagnosis method. 

Multi-spectral narrow-band imaging has been performed for 

cervical tissue images. K-means clustering algorithm classified 

cancer tissues with 89% accuracy and 84% sensitivity. Win et al. 

(Win et al., 2019) classified cancer cases using bagging ensemble 

classifier from Pap smear images. They first extracted features 

using Random Forests and used several machine learning 

algorithms. Herlev dataset was used and 97.83% and 81.54% 

accuracy were achieved for 2-class and 7-class classification 

problem. 

Recent developments in neural network technology made its 

usage very prevalent in many applications. Deep neural networks 

have made remarkable success over other classification models 

for medical diagnosis using different source of medical images 

(Lundervold & Lundervold, 2019). It is the state-of-the-art 

method now for wide range of fields. Recognizing natural images 

by computers was quite tough until convolutional neural networks 

were introduced. It is now one of the top 10 study area (Cearley 

et al., n.d.). Ke et al. (Ke, Jiang, et al., 2019) segmented nuclei 

region by a deep learning (DL) based approach with 87% 

sensitivity. Mas et al. (Martínez-Más et al., 2018) constituted their 

cervical cell dataset and they used DL for the classification of 

benign and malignant cells with 78% accuracy. DL and some 

extracted features were exploited to reduce noise in cancer 

detection process by Ke et al. (Ke, Deng, et al., 2019). A 

composite architecture including ResNet and U-Net for the 

classification of the subparts of cervical tissue. Less false 

positives have been achieved by noise removal. Mouser and 

Ouadfel (Mousser & Ouadfel, 2019) used DL for feature 

extraction from Pap smear images and these features were used in 

the Multi-Layer Perceptron (MLP). They first detected the cells 

and then the cells were segmented. Herlev dataset was used and 

89.22% accuracy obtained using ResNet50 architecture. 

Immunohistochemistry images, which are used for the operation 

of identifying proteins in cells of a tissue (Immunohistochemistry, 

2020), were used by Li et al. (C. Li et al., 2019) for cancer 

diagnosis by means of transfer learning and 77.3% accuracy was 

obtained. Plissiti et al. extracted CNN-based features from Pap 

smear images and obtained 95% accuracy. 

A new cervical cell dataset has been introduced by Plissiti et 

al. (Plissiti et al., 2018) in 2018 and they compared the 

classification performance of SVM, MLP and CNN to distinguish 

5 cell types. The best performance was achieved by VGG-19 

adapted CNN and 95.35% average accuracy was obtained. 

Haryanto et al. (Feng et al., 2019) also classified Pap smear 

images in SIPaKMeD dataset by CNN and they showed that zero 

padding improves the classification performance of AlexNet 

architecture. 

In the proposed study, we used SIPaKMeD dataset proposed 

by Plissiti et al. (Plissiti et al., 2018) since it is the most recent 

cervical cell image dataset and consists of more images when 

compared to Herlev dataset. 

Main contributions of the proposed early cervical cancer 

diagnosis system are given below. 

 Five pre-trained neural network architectures have been 

compared for the classification of cervical cancer for the first 

time. 

 A lightweight decision support system has been proposed by 

a deep learning based approach through less number of 

smaller filters for convolution. 

 The highest accuracy in the literature has been achieved for 

cervical cancer for which the diagnosis is lifesaving. 

 An easy and effective preprocessing step was added to the 

process. median filtered images were trained and the 

performance of the deep learning model was improved so. 

 Two-class classification as cancer and non-cancer has been 

performed instead of five-class classification for cervical 

cancer diagnosis. 
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Figure 1. Work flow of the proposed transfer learning based cervical cancer detection system 

The rest of the paper has been organized as follows: Section 2 

gives the details of the material and the methods used in the study, 

Section 3 gives the experimental results of the proposed cancer 

detection approach and Section 4 concludes the paper. 

2. Materials and Methods 

Deep learning has been utilized in this study in order to 

diagnose cervical cancer from Pap smear images. Transfer 

learning based approach has been adapted to the problem. 

Different pre-trained networks have been applied and compared. 

SqueezeNet, VGG-19, AlexNet, ResNet-50 and InceptionV3 

networks have been employed for cervical cancer detection. An 

illustration of the proposed transfer learning based early diagnosis 

system is shown in Figure 1. 

2.1. SIPaKMeD Dataset 

SIPaKMeD dataset is the most recent open cervical image 

dataset. Its name comes from the first letters of the cell type names 

in the dataset, i.e. SI for Superficial/Intermediate, P for Parabasal, 

K for Koilocytotic, M for Metaplastic, D for Dyskeratotic. It has 

been donated in 2018 to facilitate early detection of cervical 

cancer. Plissiti et al. (Plissiti et al., 2018) cropped 4049 single cell 

images from 966 cervical tissue images which are obtained from 

Pap smear slides. In this dataset, the images of five cell types were 

included. Figure 2 shows sample images provided in the dataset. 

Types of the cells are defined based on the position and the 

maturation level. Superficial/intermediate and parabasal cells are 

the normal or non-cancerous cells. Koilocytotic and dyskeratotic 

cells are abnormal cells and metaplastic cells are benign but 

suspicious precancerous lesions, i.e. they signal cancer 

probability. 1618 of the images are in normal class and 2449 of 

them are abnormal cells.  In this study, we will classify cervical 

cells as normal or abnormal to define non-cancerous and 

cancerous cells in an early stage. 

In this study, random 70% of the dataset was used in training 

and the rest 30% was used for testing the classification 

performance of the proposed deep model. 

 

Figure 2. Superficial/intermediate, parabasal, koilocytotic, 

dyskeratotic, and metaplastic cell images from left to right [25] 

2.2. Transfer Learning Based Cervical Cancer 

Detection 

Image classification is one of the fundamental biological 

abilities of human visual perception system and it is a hot and 

important topic in computer vision field (Feng et al., 2019). 

Recent efforts of the researchers mostly focus on the accuracy 

improvement of the classification tasks especially for large 

datasets using advanced methods. Traditional methods show 

sufficient performance on small datasets, but as for large datasets, 

the results are not satisfactory. CNN has recently been used as a 

lifesaving methodology for large image datasets. CNN achieves 

extremely high classification accuracies in many applications 

(Thomas et al., 2021) - (Gautam & Raman, 2021).  This 

achievement comes from its learning ability thanks to a complex 

neural architecture. Image processing got easy with the trained 

CNNs for large-scale object recognition problems [34]. The 

information learned by CNN can be transferred to other datasets 

to solve other problems. Using the activations of CNNs pre-

trained on object recognition as the ad-hoc feature representation 

for visual information processing tasks has been frequently 

preferred by the computer vision community (Gatys et al., 2017).  
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Figure 3. Architecture of VGG-19 (Arishanapally, 2019) 

 

 

Figure 4. Architecture of AlexNet (Çevik & Dandıl, 2019) 

Gatys et al. highlighted that state-of-the-art CNNs extract 

perceptual image properties (Gatys et al., 2017). From this point 

of view, we planned to diagnose cervical cancer using pre-trained 

popular neural network architectures. In this study, SqueezeNet, 

VGG-19, AlexNet, ResNet-50 and InceptionV3 networks have 

been employed to distinguish cancerous and non-cancerous cells 

in women cervix. 

VGGNet concentrates on developing deeper networks for 

more accurate classification. It constructs a thriving CNN with 16 

to 19 layers by iterative 3x3 convolutional kernels and 2x2 max-

pooling layers (Feng et al., 2019). The architecture of VGG-19 

used in the experiments are shown in Figure 3.   

AlexNet has 60 million parameters with eight convolutional, 

3 pooling, and 3 fully connected layers (Feng et al., 2019). Its 

architecture is shown in Figure 4. ReLU activation function, not 

sigmoid, is used in its layers. It is known to be the basis of modern 

deep CNN. 

The deeper network does not always guarantee the more 

accuracy since the gradient information may vanish during 

training and ResNet has been developed for this problem. ResNet 

uses a shortcut connection between residual blocks in order to use 

all the information in previous layers. It may train up to 152 layers 

by the use of residual blocks (Feng et al., 2019). SqueezeNet has 

been developed to fit the computational limitations that are mostly 

forced by the above networks. It is a lightweight architecture with 

less number of 3x3 filters but mostly 1x1 filters and less input 

channels for 3x3 filters (Feng et al., 2019). Down sampling is 

delayed in order not to lose information of the previous layers 

since information loss results with less accurate classification. It 

is fifty times smaller than AlexNet. Inception network 

architecture uses less parameters and increases the depth of the 

network. It has four versions. InceptionV3 was developed by 

Keras. It takes 299x299 color input images by default. It uses 

convolutional kernel splitting method in order to reduce the 

number of parameters for faster training process (D et al., 2020). 

3x1 and 1x3 convolutions are used instead of 3x3 convolution as 

shown in Figure 5. 

Besides evaluating the performance of these pre-trained 

networks for cervical cancer diagnosis using the original images 

of SIPaKMeD dataset, we also performed additional experiments 

which include a preprocessing step before training. We thought 

that exposing the original images to median filter may remove the 

noises from the images and may improve classification 

performance. Therefore, we additionally performed a median 

filter based preprocesing for the input images before training. 
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Figure 5. 3x1 and 1x3 convolutions instead of 3x3 

convolution (Tsang, 2018) 

3. Results 

3.1. Performance Metrics 

 In order to evaluate the classification performance of the 

proposed cervical cancer diagnosis system, we used several 

performance metrics which are frequently used in the literature. 

Accuracy, precision, sensitivity, and specificity are the metrics 

that we measure for the problem stated in this paper. Confusion 

matrix has been obtained for the experiments and True Positive 

(TP), False Positive (FP), True Negative (TN), and False Negative 

(FN) values in this matrix are used to calculate the mentioned 

metrics. Accuracy is the rate of correct classifications to all 

classifications as given in Equation 1. Precision, sensitivity, and 

specificity are calculated as given in Equation 2 to Equation 4 

respectively.  

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

   (1) 

Sensitivity =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(2) 

Specificity =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(3) 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(4) 

Although accuracy is a good performance metric to show the 

success of the classifier, in many health based classification 

problems sensitivity becomes more important. Correct 

determination of patients is more vital than correct determination 

of healthy people since incorrect decision about a patient may 

delay his treatment time which is crucial in cancer-like diseases. 

Therefore, high sensitivity signals good classification 

performance besides accuracy. 

3.2. Experimental Results 

In this paper, we considered the problem in hand as a 2-class 

classification problem and compared the performance of five pre-

trained neural networks on classifying cervical cells. In order to 

remove noise from the input images, we applied median filter to 

all the images that we used in training and testing. The size of 

training dataset in this study was relatively small and a deep 

neural network needs larger datasets. Therefore, we used data 

augmentation technique in this study and added three more cell 

images for every image in the dataset. The newly added images 

were obtained by shift and rotate operations in vertical and 

horizontal directions. In this way, the dataset that we used in our 

experiments was quadrupled. 

The experiments of the proposed cervical cancer detection 

system have been conducted using MATLAB’s Transfer Learning 

Toolbox. 70% of the samples was used in the training of the model 

and 30 of them was used for validation. Images are of size 

227x227x3. Validation images were not processed by the network 

during training. The network did not see these validation images. 

Learning rate was 0.0001 and GPU environment was used. The 

number of layers in SqueezeNet, VGG-19, AlexNet, ResNet-50 

and InceptionV3 networks are 68, 47, 25, 177, and 315 

respectively. 

The experiments were performed in three staages. In the first 

stage, the original images of SIPaKMeD dataset were given to the 

previously stated deep models. That is, no preprocessing was 

performed. The training parameters were as follows: initial 

learning rate=0.0001, learning rate drop factor=0.1, 

L2Regularization=0.0001, momentum=0.9. The confusion matrix 

with this parameter adjustments is given in Table 1 and the 

performance metrics obtained for each pre-trained network for the 

corresponding confusion matrix is shown in Table 2. The best 

accuracy belongs to the classification using SqueezeNet for 

cervical cell classification. 

Table 1. Confusion matrix for the first experiment 

Network TP TN FP FN 

SqueezeNet 726 192 3 57 

VGG-19 646 247 83 2 

AlexNet 723 190 6 59 

Resnet-50 728 165 1 84 

InceptionV3 625 233 104 16 

 

Table 2. Performance metrics for the first experiment 

Network Accuracy Precision Sensitivity Specificity 

SqueezeNet 0.939 0.996 0.927 0.985 

VGG-19 0.913 0.886 0.997 0.748 

AlexNet 0.934 0.992 0.925 0.969 

Resnet-50 0.913 0.999 0.897 0.994 

InceptionV3 0.877 0.957 0.975 0.691 

The second stage was also with no preprocessing, but we 

wanted to show the effect of L2Regularization parameter. 

Regularization parameter is used to reduce overfitting. Setting 

regularization parameter to zero may reduce the generalizing 

capability of the network. Its value is mostly on a logarithmic 

scale between 0 and 0.1. It adds some penalities to the weights. In 

this phase of the experiments, we changed L2Regularization 

parameter as 0.001 while it was 0.0001 in the previous 

experiment. Other parameters were preserved. As a result of this 

parameter adjustment, the performances of all network models 

were improved. The confusion matrix is given in Table 3 and the 

performance metrics obtained for each pre-trained network for the 

corresponding confusion matrix is shown in Table 4. The best 

accuracy again belongs to the classification using SqueezeNet for 

cervical cell classification. 
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Table 3. Confusion matrix for the second experiment 

Network TP TN FP FN 

SqueezeNet 728 204 1 45 

VGG-19 698 224 31 25 

AlexNet 711 208 18 41 

Resnet-50 691 238 38 11 

InceptionV3 728 135 1 114 

Table 4. Performance metrics for the second experiment 

Network Accuracy Precision Sensitivity Specificity 

SqueezeNet 0.953 0.999 0.942 0.995 

VGG-19 0.943 0.957 0.965 0.878 

AlexNet 0.940 0.975 0.945 0.920 

Resnet-50 0.950 0.948 0.984 0.862 

InceptionV

3 

0.882 0.999 0.865 0.993 

Last but not least, the third phase include data preprocessing 

step before training starts. Images in SIPaKMeD dataset were 

filtered using median filter in order to reduce noise and improve 

the classification performance. Median filter is the best known 

and most widely used order statistics based filter and usually 

performs well in the existance of additive white Gaussian and 

long-tailed additive noise (Pitas & Venetsanopoulos, 1990). It is 

widely used in many applications since 1970 because of its 

simplicity and good performance. We also used median filter for 

the classification of cervical cell images and evaluated its 

performance. The confusion matrix of the experiment with 

median filter based preprocessing is given in Table 5 and the 

performance metrics obtained for each pre-trained network for the 

corresponding confusion matrix is shown in Table 6. The best 

accuracy again belongs to the classification using SqueezeNet for 

cervical cell classification and the performance of the model with 

median based preprocessing is the best among other models. 

Table 5. Confusion matrix for the third experiment 

Network TP TN FP FN 

SqueezeNet 707 241 22 8 

VGG-19 726 203 3 46 

AlexNet 715 199 4 50 

Resnet-50 713 221 16 28 

InceptionV3 692 208 37 41 

 

 

Table 6. Performance metrics for the third experiment 

Network Accuracy Precision Sensitivity Specificity 

SqueezeNet 0.969 0.970 0.989 0.916 

VGG-19 0.950 0.996 0.940 0.985 

AlexNet 0.945 0.995 0.935 0.980 

Resnet-50 0.955 0.978 0.962 0.932 

InceptionV3 0.920 0.949 0.944 0.849 

4. Discussion 

The accuracy values obtained by SqueezeNet based deep 

learning approach with median filter based preprocessing for the 

early diagnosis of cervical cancer are remarkable for SIPaKMeD 

cell dataset.  SqueezeNet gave the best true decision numbers with 

948 correct decisions over 978 cases. It can be deduced that the 

proposed method is acceptable for the detection of cervical cancer 

based on histopathological images when the accuracy rates are 

considered.  Its other metrics also show the success of the 

proposed method. This performance proves that the proposed 

method can be reliably and efficiently used for the discrimination 

of cancer (or pre-cancer) cases from the non-cancerous cases. The 

method can be used as an assistant to the doctors for an efficient 

diagnosis for cervical cancer patients. Besides, SqueezeNet 

provides a lightweight solution to cervical cancer detection 

problem. Therefore, a fast and cheap decision support system has 

been provided in the study in order to ensure high expert standards 

for the women with few economical and medical facilities in 

underdeveloped countries. 

The main problem in the test phase was that training reaches 

the threshold values very fast and so not all of the steps were 

completed. The reason is that pre-trained networks do not reach 

to the defined criteria and the error cannot be reduced no more. 

For less amount of error, the number of images can be increased. 

Although there are several papers in the literature for cervical 

cancer diagnosis, they use Herlev dataset instead of SIPaKMeD. 

(Singh & Goyal, 2020), (Dongyao Jia et al., 2020), and (Zhang et 

al., 2017) achieved high classification performances on Herlev 

dataset. However, their methods were not fully unsupervised or 

the methods are computationally heavy. Herlev dataset contains 

917 cell images, 675 abnormal and 242 normal cells while the 

more recent SIPaKMeD dataset has 1618 normal and 2449 

abnormal cell images. In this paper, we proposed a fully 

unsupervised solution to cervical cancer diagnosis problem with 

SIPaKMeD dataset. Therefore, we compared our results with the 

recent study that uses SIPaKMeD dataset. 

Table 7. Comparison with the state-of-the-art for SIPaKMeD dataset

Reference No (Plissiti et al., 2018) (Haryanto et al., 2020) Proposed 

Method VGG19-based AlexNet-based SqueezeNet-based 

Preprocessing - Zero padding Median filter based 

preprocessing 

No of Conv. Stacks 5 5 5 

No of layers 35 25 25 

Conv. – Max pool. filter size 3x3 – 2x2 11x11-5x5-3x3 1x1 

Depth of conv. layers in each stack 64, 128, 256, 512, 512 96, 256, 384, 256 96, 128, 256, 384, 512 

Fully connected layer size 4096,4096,5 4096, 4096, 1000 - 

Accuracy (%) 95.35 87.32 96.90 

Table 7 compares the accuracies of the proposed method and 

the recent studies which uses SIPaKMeD dataset.  Our method 

outperforms the present approaches in the literature with a 

lightweight training process. Accurate results have been obtained 

using considerably less number of parameters thanks to the design 

strategy of SqueezeNet. See (Win et al., 2020) for the details of 
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this network. There is no fully connected layer in this framework. 

Instead, there are fire layers between layer 2 and layer 9. Squeeze 

(with 1x1 filter) and expand (with 3 1x1 and 3 3x3 filters, totally 

6 filters) layers exist in this network different from the other 

structures. Table 3 shows that the proposed approach achieves the 

best accuracy with less layers and smaller filters in layers, which 

proves the computational convenience of the method. Win et al. 

(Win et al., 2020) also achieved high (98.27%) classificaton 

accuracy using SIPaKMeD dataset, but they used a supervised 

approach for the purpose. An ensemble of linear discriminant, k-

nearest neighbor, boosted tree, bagged tree, and support vector 

machines determined the classes of cervical cells either cancerous 

or non-cancerous. They performed many pre-processing 

including segmentation, feature extraction, and feature selection. 

Although their accuracy is better than ours, their method has 

drawbacks for being an unsupervised approach and requiring 

heavy processing. We proposed a lightweight training process 

with an acceptable accuracy and this enables realtime decision 

making. 

Besides the previously considered analysis, the ability of the 

proposed model to distinguish parabasal cells from metaplastic 

ones was also tested. Plissity et al. (Plissiti et al., 2018) stated that 

parabasal cells have similar morphological characteristic with the 

metaplastic cells and it is difficult to be distinguished from them. 

Parabasal cells are in the non-cancerous (normal) group and 

metaplastic cells are accepted in the pre-cancerous (or abnormal) 

group. Therefore, we performed an additional test to measure the 

performance of the model against these two similar classes. We 

trained the models using only parabasal and metaplastic images 

and tested the performance of the pre-trained networks to 

distinguish these similar cell classes. 793 metaplastic and 787 

parabasal images were used in the training and testing. The similar 

experimental steps were followed also for this problem. We first 

trained the network with no pre-processing. Then, we trained by 

adjusting L2Regularization parameter and lastly, we tested the 

performance after median filter based pre-processing. The best 

results were obtained again by including median filter based 

preprocessing. SqueezeNet again produced the best performance 

with 94.93% accuracy. It achieved very high classification 

accuracy even with less number of input images, which is a 

critical issue in deep learning applications. Deep learning models 

need high amount of input images in order to produce acceptable 

results, but in our case we achieved remarkable performance with 

less input images thanks to median filter based pre-processing and 

SqueezeNet. The corresponding confusion matrix of the best 

model to distinguish parabasal cells from metaplastic cells is 

shown in Table 8 and the performance metrics are given in Table 

9. 

Table 8. Confusion matrix for the classification of parabasal 

and metaplastic cells 

Network TP TN FP FN 

SqueezeNet 233 217 3 21 

VGG-19 224 192 12 46 

AlexNet 207 225 29 13 

Resnet-50 230 219 6 19 

InceptionV3 215 212 21 26 

Table 9. Performance metrics for the classification of 

parabasal and metaplastic cells 

Network Accuracy Precision Sensitivity Specificity 

SqueezeNet 94.93 98.72 91.73 98.63 

VGG-19 87.76 94.91 82.96 94.11 

AlexNet 91.13 87.71 94.09 88.58 

Resnet-50 94.72 97.45 92.36 97.33 

InceptionV3 90.08 91.10 89.21 90.98 

SqueezeNet network misclassified only 3 metaplastic cells as 

parabasal and 21 parabasal cells as metaplastic. 450 test samples 

over 474 were classified correctly. This achievement proves that 

SqueezeNet can be reliably used also for the classification of 

morphologically similar cells, metaplastic cells and parabasal 

cells, after median filter based preprocesing. 

5. Conclusion 

Cervical cancer is the fourth common cancer type among 

women and it causes hundreds of thousands of deaths every year. 

The most important property of cervical cancer is that it is the 

most treatable cancer when compared to other cancer types. 

Therefore, its early detection is crucial. A deep learning based 

cervical cancer detection method has been presented in this paper. 

Pap smear images provided by SIPaKMeD dataset, a publicly 

available dataset, were used. The advantages of transfer learning 

were utilized and different pre-trained networks were compared. 

In addition, median filter based preprocessing was also shown to 

be effective for the performance improval of the deep learning 

model. Cancerous and non-cancerous cervical cells have been 

determined by the virtue of pre-trained CNNs. This study showed 

that SqueezeNet can be reliably used for cervical cancer diagnosis 

in a lightweight manner. It can be deduced that the proposed 

method is acceptable for the detection of cervical cancer based on 

histopathological images when its performance metrics are 

considered. It is also capable of distinguishing two similar classes, 

parabasal cells from metaplastic cells, properly. The method can 

be used as an assistant to the doctors for an efficient diagnosis for 

cervical cancer patients. Thus, the global burden of cervical 

cancer can be minimized. Besides, the proposed system can avail 

to understand the progress of the disease by the improvement 

works to be realized. Also, we will investigate other network 

structures for cervical cancer diagnosis. 
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