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Abstract—Constructing minimal linear codes has a great interest in coding theory since they have an important role in describing
access structures in secret sharing schemes and they are employed to design secure two-party computation protocols. Many
methods of constructing linear codes have been proposed in the literature, and the most famous one is based on functions
over finite fields. Linear codes derived from cryptographic functions have desirable algebraic structures that are significant from
the application point of view. We in this paper study the construction of these codes from special functions over the odd
characteristic finite fields. We aim to construct new minimal codes by using a new type of function in the known construction
method. To do this, we propose to use five different subsets of the preimages of weakly regular plateaued balanced functions.
We then obtain five infinite classes of minimal linear codes with six-weights based on these functions over the odd characteristic
finite fields.
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1. Introduction

Let n be a positive integer and p be an odd
prime. The finite field with pn elements is denoted
by Fpn , and it can be viewed as an n-dimensional
vector space Fn

p over Fp. Then, a k-dimensional
subspace of a vector space Fn

p is called linear
code C with length n and dimension k over
Fp. The Hamming weight wt(b) of a vector
b = (b0, . . . , bn−1) ∈ Fn

p is the size of the set
{0 ≤ i ≤ n− 1 : bi 6= 0}. The minimum nonzero
Hamming weight in C is the minimum Hamming
distance d of C. Then, the code C is represented by
[n, k, d]p over Fp. The code C is said to be minimal
if all nonzero codewords in C are minimal. Let

Aw be the number of codewords b with the
weight wt(b) = w in C. The weight distribution
of the code C is shown by (1, A1, . . . , An), and
its weight enumerator is represented by the
polynomial 1+A1y+ · · ·+Any

n. If the number of
nonzero coefficients Aw in the polynomial equals
t, then the code C is t-weight.

Linear codes have many applications in cryp-
tography, design theory, graph theory, authen-
tication codes, communication, data storage sys-
tems, and consumer electronics. Few-weight linear
codes have many construction methods, one of
them is based on functions over finite fields. Until
now, a great number of few-weight linear codes
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have been obtained from functions such as bent
functions ([16], [25]), plateaued functions ([17],
[19], [20], [21], [24]), perfect nonlinear functions
[3] and quadratic functions ([5], [6], [9]). The
recent construction methods of linear codes from
functions have been presented in [12]. Further-
more, Mesnager has published in [11] a recent
survey on linear codes constructed from functions
over finite fields.

An important subclass of linear codes is the
minimal codes that have many practical applica-
tions such as secure two-party computation and
sharing schemes. These codes have an important
role in designing access structures in sharing
schemes [8], [14], and they are employed to design
new protocols for two-party computation. The
following lemma proposes a sufficient condition
for a linear code over finite fields to be minimal.

Lemma 1 [1] Let C be the linear code over Fp.
Let wmax and wmin denote the maximum and
minimum weights of the nonzero codewords in
C. Then, the code C is minimal if

p− 1

p
<

wmin

wmax

. (1)

We remark that the sufficient condition (1) is
not necessary for linear codes to be minimal. Re-
cently, a new necessary-sufficient condition to be
minimal has been introduced for a binary linear
code by Chang et al. [4] and Ding et al. [7], inde-
pendently. They have proposed binary minimal
linear codes flouting (1) from Boolean functions.
Immediately after, Heng et al. [10] have intro-
duced a new necessary-sufficient condition for
minimal linear codes over the odd characteristic
finite fields, and they proposed minimal ternary
codes flouting (1). Very recently, many minimal
codes flouting (1) have been obtained in [2], [18],
[19], [22], [26], [27], [28]. For instance, Mesnager

et al. [18] have used characteristic functions to
characterize minimal linear codes, and then Qi
et al. [22] have generalized the recent results
proposed in [18] over the odd characteristic finite
fields. Very recently, Mesnager and Sınak [19]
have proposed three different classes of minimal
codes with six-weights based on weakly regular
plateaued unbalanced functions. In this paper,
inspired by the recent works [19], [27], [28], we
aim to obtain new minimal linear codes based on
weakly regular plateaued balanced functions from
the construction method given in [28, Theorem
10].

The paper is scheduled as follows. We set a
necessary background of the paper in Section
2. Section 3 presents some new results on the
exponential sums of weakly regular plateaued
balanced functions. Section 4 derives new classes
of linear codes with six-weights from the subsets
of the preimages of weakly regular plateaued
balanced functions over Fp.

2. Preliminaries

For any set K, K? = K\{0} and #K shows the
size of K. The set of all non-square elements and
square elements in F?

p is, respectively, denoted
by NSQ and SQ. For simplicity, we use p∗ =

η0(−1)p, where η0 is the quadratic character of
F?
p. Let Q(ξp) be a cyclotomic field, where Q is

the rational field and ξp is a primitive p-th root
of unity. For a ∈ F?

p, the automorphism σa of the
cyclotomic field Q(ξp) is defined as σa(ξp) = ξap .
For b ∈ Fp, one can easily see that σa(ξ

b
p) = ξabp

and σa(
√
p∗

n
) = η0

n(a)
√
p∗

n.

Lemma 2 [13] Under the above notations,

•
∑

a∈F?
p
η0(a) = 0,

•
∑

a∈F?
p
η0(a)ξ

ab
p = η0(b)

√
p∗ for every b ∈ F?

p,
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•
∑

a∈Fp
ξabp =

{
p, if b = 0,

0, if b ∈ F?
p,

•
∑

a∈Fp
ξa

2b
p =


p, if b = 0,√
p∗, if b ∈ SQ,

−
√
p∗, if b ∈ NSQ.

Let f : Fq → Fp be a p-ary function, where q =

pn. f is called balanced function if it takes every
element in Fp with pn−1 times; or else, it is called
unbalanced function. A trace function Trn() is
described as Trn(α) = α+ αp + αp2 + · · ·+ αpn−1

over Fp for α ∈ Fpn . The Walsh transform f̂ of a
function f is given as

f̂(δ) =
∑
x∈Fpn

ξp
f(x)−Trn(δx), δ ∈ Fpn .

Plateaued and bent functions were, respec-
tively, introduced by Zheng and Zhang [29] and
by Rothaus [23]. A function f : Fpn → Fp is said
to be s-plateaued if |f̂(δ)|2 ∈ {0, pn+s}, where s

is an integer with 0 ≤ s ≤ n. It is obvious that
a 0-plateaued function is the bent function. For
a plateaued function f , the Walsh support of f

is Sf = {δ ∈ Fpn : |f̂(δ)|2 = pn+s}. A plateaued
function f is said to be weakly regular s-plateaued
if

f̂(δ) ∈
{
0, vp

n+s
2 ξf

?(δ)
p

}
, ∀δ ∈ Fpn ,

where v ∈ {±i,±1} is a constant sign and f ?

is a p-ary function over Fpn with f ?(δ) = 0 for
all δ ∈ Fpn \ Sf . If the sign v changes depending
on the value of δ, then we say that f is non-
weakly regular plateaued function. For 1 ≤ s ≤ n,
we have denoted by WRPB in [24] the set of
weakly regular s-plateaued balanced functions f

that hold the following conditions

• f(0) = 0, and
• f(bx) = bif(x) for every x ∈ Fpn and b ∈
F?
p, where i is a positive even integer with

gcd(i− 1, p− 1) = 1.

Lemma 3 [15] Let f : Fpn → Fp be an s-plateaued
function. For δ ∈ Fq, |f̂(δ)|2 has the value 0 and
the value pn+s, respectively, pn − pn−s times and
pn−s times.

Lemma 4 [17] Let f : Fpn → Fp. If f is weakly
regular s-plateaued, then for every δ ∈ Sf ,

f̂(δ) = ε
√
p∗

n+s
ξf

?(δ)
p ,

where ε ∈ {±1} is the constant sign of f̂ .

Lemma 5 [20] Let f : Fpn → Fp be a weakly
regular s-plateaued function. For j ∈ Fp, we
define Nf?j = #{δ ∈ Sf : f ?(δ) = j}. When
n− s is even,

Nf?j =

{
pk + εηn+1

0 (−1)
√
p∗

k−1
(p− 1), if j = 0

pk − εηn+1
0 (−1)

√
p∗

k−1
, if j 6= 0

otherwise,

Nf?j =


pk, if j = 0,

pk + εηn0 (−1)
√
p∗

k
, if j ∈ SQ,

pk − εηn0 (−1)
√
p∗

k
, if j ∈ NSQ,

where k = n− s− 1.

3. Exponential sums of plateaued bal-
anced functions

In this section, we provide new results on ex-
ponential sums of balanced plateaued functions.

Lemma 6 Let f ∈ WRPB. For i ∈ F?
p and δ ∈ F?

q,
we define

L(δ, i) =
∑

z,y∈F?
p

∑
x∈Fq

ξyf(x)−zTrn(δx)+zi
p .

For all δ ∈ F?
q \ Sf we have L(δ, i) = 0, and for

all δ ∈ Sf

L(δ, i) =

{
−ε

√
p∗

n+s
(p− 1), if f ?(δ) = 0,

ε
√
p∗

n+s
, if f ?(δ) 6= 0
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when n+ s is even; otherwise,

L(δ, i) =

{
0, if f ?(δ) = 0,

−εη0(f
?(δ))

√
p∗

n+s+1
, if f ?(δ) 6= 0.

Proof: The proof proceeds from the tech-
niques applied in the proof of [25, Lemma 10].
We provide its main parts. For i ∈ F?

p and δ ∈ F?
q,

we can find that

L(δ, i) =
∑

y,z∈F?
p

σy(f̂(zδ))σy(ξ
zi
p ).

When δ ∈ F?
q \ Sf , we clearly have L(δ, i) = 0.

When δ ∈ Sf , we have

L(δ, i) =
∑

y,z∈F?
p

σy(ε
√
p∗

n+s
ξf

?(zδ)+zi
p )

=
∑

y,z∈F?
p

σy(ε
√
p∗

n+s
ξz

lf?(δ)+zi
p )

= ε
√
p∗

n+s
∑
y∈F?

p

ηn+s
0 (y)

∑
z∈F?

p

σy(ξ
zlf?(δ)+zi
p )

= −ε
√
p∗

n+s
∑
y∈F?

p

ηn+s
0 (y)ξyf

?(δ)
p .

Hence, the proof is complete from Lemma 2.

Lemma 7 Let f ∈ WRPB. For i ∈ F?
p and δ ∈ F?

q,
we define

Nf (δ, i) = #{x ∈ Fq : Tr
n(δx) = i and f(x) = 0}.

Then, for all δ ∈ F?
q \Sf , we have Nf (δ, i) = pn−2,

and for all δ ∈ Sf ,

Nf (δ, i) =

{
pn−2 −M(p− 1), if f ?(δ) = 0,

pn−2 +M, if f ?(δ) 6= 0,

when n+ s is even; otherwise,

Nf (δ, i) =


pn−2, if f ?(δ) = 0,

pn−2 −N, if f ?(δ) ∈ SQ,

pn−2 +N, if f ?(δ) ∈ NSQ,

where M = ε
√
p∗

n+s−4 and N = ε
√
p∗

n+s−3.

Proof: According to the definition of Nf (δ, i),
as seen in the proof of [25, Lemma 11], one can
derive from the exponential sum that

Nf (δ, i) = pn−2 + p−2
∑

y,z∈F?
p

∑
x∈Fq

ξyf(x)−z(Trn(δx)−i)
p .

Hence, the results follow directly from Lemma 6.

Lemma 8 Let f ∈ WRPB. For i ∈ F?
p and δ ∈ F?

q,
we define

S(δ, i) =
∑

z,y∈F?
p

∑
x∈Fq

ξy
2f(x)−z(Trn(δx)−i)

p .

Then, for every δ ∈ F?
q \ Sf we have S(δ, i) = 0,

and for every δ ∈ Sf

S(δ, i) =


ε(1− p)

√
p∗

n+s
, if f ?(δ) = 0,

ε(1−
√
p∗)

√
p∗

n+s
, if f ?(δ) ∈ SQ,

ε(1 +
√
p∗)

√
p∗

n+s
, if f ?(δ) ∈ NSQ.

Proof: The proof is the same as the proof of
Lemma 6. Then, it completes from Lemma 2.

Lemma 9 Let f ∈ WRPB. For i ∈ F?
p and δ ∈ F?

q,
we define the following sets

Nsq(δ, i) = #{x ∈ Fq : Trn(δx) = i and f(x) ∈ SQ},
Nnsq(δ, i) = #{x ∈ Fq : Trn(δx) = i and f(x) ∈ NSQ}.

For every δ ∈ F?
q \ Sf , we have

Nsq(δ, i) = Nnsq(δ, i) = (
p− 1

2
)pn−2.

For every δ ∈ Sf ,

Nsq(δ, i) =

{
A, if f ?(δ) ∈ NSQ ∪ {0},
B, if f ?(δ) ∈ SQ,

Nnsq(δ, i) =

{
A, if f ?(δ) ∈ SQ ∪ {0},
B, if f ?(δ) ∈ NSQ,
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when n+ s is even; otherwise,

Nsq(δ, i) =


C, if f ?(δ) = 0,

D, if f ?(δ) ∈ SQ,

E, if f ?(δ) ∈ NSQ,

Nnsq(δ, i) =


F, if f ?(δ) = 0,

G, if f ?(δ) ∈ SQ,

H, if f ?(δ) ∈ NSQ,

where
A = (p−1

2
)(pn−2 + ε

√
p∗

n+s−4
),

B = p−1
2
pn−2 − ε(p+1

2
)
√
p∗

n+s−4
,

C = (p−1
2
)(pn−2 − ε1

p

√
p∗

n+s−1
),

D = (p−1
2
)pn−2 + ε(η0(−1)+1

2
)
√
p∗

n+s−3
,

E = (p−1
2
)pn−2 + ε(η0(−1)−1

2
)
√
p∗

n+s−3
,

F = (p−1
2
)(pn−2 + ε1

p

√
p∗

n+s−1
),

G = (p−1
2
)pn−2 − ε(η0(−1)−1

2
)
√
p∗

n+s−3
,

H = (p−1
2
)pn−2 − ε(η0(−1)+1

2
)
√
p∗

n+s−3
.

Proof: For i ∈ F?
p and δ ∈ F?

q, we define

T (δ, i) =
∑
x∈Fq

(
∑
y∈Fp

ξy
2f(x)

p )(
∑
z∈Fp

ξ−z(Trn(δx)−i)
p ).

From Lemma 2, we have∑
z∈Fp

ξ−z(Trn(δx)−i)
p =

{
p, if Trn(δx) = i,

0, if Trn(δx) 6= i,

and∑
y∈Fp

ξy
2f(x)

p =


p, if f(x) = 0,√
p∗, if f(x) ∈ SQ,

−
√
p∗, if f(x) ∈ NSQ.

They imply that

T (δ, i) = p2Nf (δ, i) + p
√
p∗(Nsq(δ, i)−Nnsq(δ, i)),

where Nf (δ, i) is given in Lemma 7. We have also
the fact that

Nf (δ, i) +Nsq(δ, i) +Nnsq(δ, i) = pn−1.

On the other part, expanding the expression of
T (δ, i), as seen in the proof of [25, Lemma 14],
one can verify that
T (δ, i) = pn +

∑
y,z∈F?

p

∑
x∈Fq

ξy
2f(x)−z(Trn(δx)−i)

p ,

and by Lemma 8 we have

T (δ, i) =


pn, if δ ∈ F?

q \ Sf ,

pn −M(p− 1), if f ?(δ) = 0,

pn −M(
√
p∗ − 1), if f ?(δ) ∈ SQ,

pn +M(
√
p∗ + 1), if f ?(δ) ∈ NSQ,

where M = ε
√
p∗

n+s. Hence, the desired results
can be obtained from the above results, thereby
completing the proof.

The character sum of a subset S of Fq in respect
of δ ∈ F?

q is given as

χδ(S) =
∑
x∈S

ξTr
n(δx)

p . (2)

We define the following subsets of Fpn to con-
struct linear codes based on these subsets.
D0 = {x ∈ Fpn : f(x) = 0},
Dsq = {x ∈ Fpn : f(x) ∈ SQ},
Dnsq = {x ∈ Fpn : f(x) ∈ NSQ},
Dsq,0 = {x ∈ Fpn : f(x) ∈ SQ ∪ {0}},
Dnsq,0 = {x ∈ Fpn : f(x) ∈ NSQ ∪ {0}}.

(3)

We now compute the character sums of these sets.

Lemma 10 Let f ∈ WRPB and δ ∈ F?
q. Then

the character sums of the sets of the form of (3)
are given as follows. For every δ ∈ F?

q \ Sf we
get χδ(D0) = χδ(Dsq) = χδ(Dsq,0) = χδ(Dnsq) =

χδ(Dnsq,0) = 0. For every δ ∈ Sf

χδ(D0) =

{
2A, if f ?(δ) = 0,

−2A/(p− 1), if f ?(δ) 6= 0,

χδ(Dsq) =

{
−A, if f ?(δ) ∈ NSQ ∪ {0},
B, if f ?(δ) ∈ SQ,

χδ(Dsq,0) =

{
A, if f ?(δ) ∈ SQ ∪ {0},
−B, if f ?(δ) ∈ NSQ,

χδ(Dnsq) =

{
−A, if f ?(δ) ∈ SQ ∪ {0},
B, if f ?(δ) ∈ NSQ,

χδ(Dnsq,0) =

{
A, if f ?(δ) ∈ NSQ ∪ {0},
−B, if f ?(δ) ∈ SQ,
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when n+ s is even; otherwise,

χδ(D0) =


0, if f ?(δ) = 0,
η0(−1)2C
(p−1)

, if f ?(δ) ∈ SQ,

−η0(−1)2C
(p−1)

, if f ?(δ) ∈ NSQ,

χδ(Dsq) =


C, if f ?(δ) = 0,

−D, if f ?(δ) ∈ SQ,

−E, if f ?(δ) ∈ NSQ,

χδ(Dsq,0) =


C, if f ?(δ) = 0,

−E, if f ?(δ) ∈ SQ,

−D, if f ?(δ) ∈ NSQ,

χδ(Dnsq) =


−C, if f ?(δ) = 0,

E, if f ?(δ) ∈ SQ,

D, if f ?(δ) ∈ NSQ,

χδ(Dnsq,0) =


−C, if f ?(δ) = 0,

D, if f ?(δ) ∈ SQ,

−E, if f ?(δ) ∈ NSQ,

where

A = ε (p−1)
2p

√
p∗

n+s
,

B = ε(p+1
2p

)
√
p∗

n+s
,

C = ε(p−1
2
)
√
p∗

n+s−1
,

D = ε(p
∗+p
2p∗

)
√
p∗

n+s−1
,

E = ε(p
∗−p
2p∗

)
√
p∗

n+s−1
.

Proof: For the set D0, from the definition of
the character sum in (2), we have

χδ(D0) =
∑
x∈D0

ξTr
n(δx)

p =

p−1∑
i=0

Nf (δ, i)ξ
i
p.

Then, by the fact that
∑p−1

i=0 ξ
i
p = 0, the expected

results can be derived from Lemma 7 and [24,
Lemma 7]. For the sets Dsq and Dnsq, the results
follow similarly from Lemma 9 and [24, Lemma
9]. Furthermore, for the sets Dsq,0 and Dnsq,0, they
are derived from Lemmas 7, 9 and [24, Lemma
11].

4. Linear (minimal) codes from weakly
regular plateaued balanced functions

For a subset U of Fpn , we define a function

g(x, y) = Trn(φ(x)y) (4)

from Fp2n to Fp, where φ is a polynomial from
Fpn to Fpn such that φ is an injection from U to
F?
pn and φ(x) = 0 for any x ∈ Fpn \U. The linear

code CU associated with the set U is defined as

CU = {cα,δ1,δ2 | α ∈ Fp, δ1 ∈ Fpn , δ2 ∈ Fpn}, (5)

where

cα,δ1,δ2 = (αg(x, y)−Trn(δ1x)−Trn(δ2y))(x,y)∈F?
p2n

.

From the definition of the code CU , its length is
p2n − 1 and dimension is 2n + 1. The Hamming
weights in CU can be obtained from [16, Section 5]
by considering the Walsh spectrum of a function
g.

Lemma 11 [16] Let CU be the code of the form
of (5). Then

wt(cα,δ1,δ2) =


0, if α = δ1 = δ2 = 0,

A, if α = 0, (δ1, δ2) 6= (0, 0),

B, if α ∈ F?
p, δ1 ∈ Fpn , δ2 ∈ Fpn ,

where A = p2n − p2n−1 and

B = p2n − p2n−1 − 1

p

∑
ω∈F?

p

σω

(
σα(ĝ(α

−1δ1, α
−1δ2))

)
.

Lemma 12 [28] For (x, y) ∈ Fpn × Fpn , let
g(x, y) = Trn(φ(x)y) be the function of the form
of (4). For (δ1, δ2) ∈ Fpn × Fpn ,

ĝ(δ1, δ2) =


pn

∑
x∈Fpn\U

ξp
−Trn(δ1x), if δ2 = 0,

pnξp
−Trn(δ1φ−1(δ2)), if δ2 ∈ Im(φ)?,

0, if δ2 /∈ Im(φ),

where Im(φ) denotes the image of φ.
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For any δ1 ∈ F?
pn , one can verify that∑

x∈Fpn\U

ξ−Trn(δ1x)
p = −χδ1(U).

The following proposition describes the minimal-
ity conditions of the code CU in (5) for a given
subset U of Fq.

Proposition 1 [28] If a subset U of Fq holds the
following conditions:

1. (p− 1) < #U < pn−1(p− 1),
2. #{x ∈ U : Trn(δ1x) 6= 0} ≥ 2 for δ1 ∈ F?

pn ,
3. max

δ1∈F?
pn

#{x ∈ U : Trn(δ1x) = i} < (p−1)pn−2

for i ∈ Fp,

then CU of the form of (5) is minimal code.

Xu et al.[27] have initially provided the con-
struction method of minimal linear codes in [27,
Theorem 3.1]. They have proposed two classes of
minimal codes CU of the form of (5) by choosing
the suitable subsets U of Fpn in the proposed
method. Later, Xu et al. have generalized this
construction method in [28, Theorem 10] for a
new type of function. They have selected the set
U = D0 = {x ∈ Fq : f(x) = 0}, where f is weakly
regular bent and they obtained a class of minimal
codes based on this set. Very recently, Mesnager
and Sınak [19] have generalized this method
by using weakly regular plateaued unbalanced
function f in the subsets D0, Dsq and Dnsq.
Then, they have obtained three infinite classes
of minimal codes with six-weights from these
subsets. In this paper, within this framework, we
use weakly regular plateaued balanced functions
in the subsets defined in (3) so that we can obtain
new linear codes CU of the form (5). This enables
us to obtain new classes of minimal codes with
six-weights over Fp. One can easily find the sizes
of these subsets since f is balanced function.

Clearly we have

#D0 = pn−1,

#Dsq = #Dnsq =
(p−1)

2
pn−1,

#Dsq,0 = #Dnsq,0 =
(p+1)

2
pn−1.

We first construct minimal codes based on the
set D0.

Theorem 1 Let n + s be even with 1 ≤ s ≤ n −
2, and f ∈ WRPB. Let D0 be the set given in
(3). Then, the six-weight code CD0 in (5) has the
parameters [p2n−1, 2n+1]p and Hamming weights
presented in Table 1. Furthermore, it is minimal
when s+ 4 ≤ n.

Proof: The Hamming weights of nonzero
codewords in CD0 can be computed from Lemmas
10 and 11. For α = 0 and (δ1, δ2) 6= (0, 0), we
clearly have wt(c0,δ1,δ2) = p2n − p2n−1. We focus
on computing the Hamming weights wt(cα,δ1,δ2)

when α ∈ F?
p and δ1, δ2 ∈ Fpn .

• When α 6= 0 and (δ1, δ2) = (0, 0), we have
wt(cα,0,0) = pn−1(p− 1)#D0.

• When α 6= 0, δ1 6= 0 and δ2 = 0, by
considering Lemma 10, the Hamming weight
wt(cα,δ1,0) is

p2n − p2n−1 + pn−1
∑
ω∈F?

p

σω(χδ1(D0))

=


p2n−1(p− 1), if δ1 ∈ F?

q \ Sf ,

(p2n−1 + A)(p− 1), if f ?(δ1) = 0,

p2n−1(p− 1)− A, if f ?(δ1) 6= 0,

where A = εpn−2(p− 1)
√
p∗

n+s.
• When α 6= 0 and α−1δ2 ∈ Im(φ)?, the

Hamming weight wt(cα,δ1,δ2) is

p2n − p2n−1 − pn−1
∑
ω∈F?

p

ξp
−ωTrn(δ1φ−1(α−1δ2)).

– For φ−1(α−1δ2) = 0, then we have
wt(cα,δ1,δ2) = p2n − p2n−1 − (p− 1)pn−1.

– For φ−1(α−1δ2) 6= 0, we have two cases.
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∗ If Trn(δ1φ
−1(α−1δ2)) = 0, we have

wt(cα,δ1,δ2) = p2n − p2n−1 − (p− 1)pn−1.
∗ If Trn(δ1φ

−1(α−1δ2)) 6= 0, we have
wt(cα,δ1,δ2) = p2n − p2n−1 + pn−1.

• When α 6= 0 and α−1δ2 /∈ Im(φ), we have
wt(cα,δ1,δ2) = p2n − p2n−1.

Besides, the weight distributions of such code-
words are completely obtained from Lemmas 3,
5 and 12. By Proposition 1, the code is minimal,
thereby completing the proof.

Example 1 Let p = 5 and n = 5. Let f ∈ WRPB
with s = 1 and ε = 1. The code CD0 in Theorem
1 is a six-weight minimal [9765624, 11, 1562500]5
code over F5 with 1 + 4y1562500 + 580y8062500 +

1920y7750000+1572500y7810000+41013120y7812500+

6240000y7813125.

Remark 1 When n+ s is odd in Theorem 1, the
code CD0 has the same parameters of the code
CDf,0

in [19, Theorem 2].

Theorem 2 Let f ∈ WRPB and Dsq be the set
given in (3). Then, the code CDsq in (5) is a
six-weight [p2n − 1, 2n + 1]p code over Fp. The
parameters of CDsq are presented in

• Table 2 if n+ s is even with 1 ≤ s ≤ n− 2,
• Table 3 if n+ s is odd with 1 ≤ s ≤ n− 1.

Furthermore, it is minimal for s+ 3 ≤ n.

Proof: The Hamming weights of nonzero
codewords in CDsq can be obtained from Lemmas
10 and 11. We compute them for each case in the
following.

• For α = 0 and (δ1, δ2) 6= (0, 0), we have
wt(c0,δ1,δ2) = p2n − p2n−1.

• For α 6= 0 and (δ1, δ2) = (0, 0), we have
wt(cα,0,0) = pn−1(p− 1)#Dsq.

• For α ∈ F?
p, δ1 ∈ F?

pn and δ2 = 0, by
considering Lemma 10, we obtain

wt(cα,δ1,0) =


A, if δ1 ∈ F?

q \ Sf ,

B, if f ?(δ) ∈ NSQ ∪ {0},
C, if f ?(δ) ∈ SQ

when n+ s is even; otherwise,

wt(cα,δ1,0) =


A, if δ1 ∈ F?

q \ Sf ,

D, if f ?(δ) = 0,

E, if f ?(δ) ∈ SQ,

F, if f ?(δ) ∈ NSQ,

where
A = (p− 1)p2n−1,

B = (p− 1)(p2n−1 − ε (p−1)
2

pn−2
√
p∗

n+s
),

C = (p− 1)(p2n−1 + ε (p+1)
2

pn−2
√
p∗

n+s
),

D = (p− 1)(p2n−1 + ε (p−1)
2

pn−1
√
p∗

n+s−1
),

E = (p− 1)(p2n−1 − ε (p
∗+p)
2p∗

pn−1
√
p∗

n+s−1
),

F = (p− 1)(p2n−1 − ε (p
∗−p)
2p∗

pn−1
√
p∗

n+s−1
).

• For α 6= 0 and α−1δ2 ∈ Im(φ) \ {0}, we get
φ−1(α−1δ2) 6= 0 since 0 /∈ Dsq. Then we have
the following two cases:

– If Trn(δ1φ
−1(α−1δ2)) = 0, we have

wt(cα,δ1,δ2) = p2n − p2n−1 − (p− 1)pn−1.
– If Trn(δ1φ

−1(α−1δ2)) 6= 0, we have
wt(cα,δ1,δ2) = p2n − p2n−1 + pn−1.

• For α 6= 0 and α−1δ2 /∈ Im(φ), we have
wt(cα,δ1,δ2) = p2n − p2n−1.

Besides, the weight distributions of these code-
words can be derived from Lemmas 3, 5 and 11.
By Proposition 1, the code is minimal. The proof
is hence complete.

Example 2 Let p = 5 and n = 6. Let f ∈ WRPB
with s = 2 and the sign ε = 1. The code
CDsq in Theorem 2 is a six-weight minimal
[244140624, 13, 78125000]5 code over F5 with
1 + 4y78125000 + 1540y192187500 + 960y200000000 +

78125000y195300000 + 830075620y195312500 +

312500000y195315625.
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Theorem 3 Let f ∈ WRPB and Dsq,0 be the set
given in (3). Then, the code CDsq,0 in (5) is a
six-weight [p2n − 1, 2n + 1]p code over Fp. The
parameters of CDsq,0 are presented in

• Table 4 if n+ s is even with 1 ≤ s ≤ n− 2,
• Table 5 if n+ s is odd with 1 ≤ s ≤ n− 1.

Furthermore, it is minimal for p > 3 and s+3 ≤ n.

Proof: It is similar to the proof of Theorem
1.

Example 3 Let p = 5 and n = 5. Let f ∈
WRPB with s = 2 and the sign ε = 1.
The code CDsq,0 in Theorem 3 is a six-weight
minimal [9765624, 11, ]5 code over F5 with the
weight enumerator 1 + 4y4687500 + 100y8437500 +

25390360y7812500+160y7500000+4697500y7810000+

18740000y7813125.

Theorem 4 Let n+ s be odd with 1 ≤ s ≤ n− 1,
and f ∈ WRPB. Let Dnsq be the set defined as
in (3). Then, the six-weight code CDnsq in (5) has
the parameters [p2n−1, 2n+1]p and the Hamming
weights presented in Table 6. Furthermore, it is
minimal for s+ 3 ≤ n.

Proof: It is similar to the proof of Theorem
2.

Example 4 Let p = 3 and n = 4. Let f ∈ WRPB
with s = 1 and the sign ε = 1. The code CDnsq

in Theorem 4 is a six-weight ternary minimal
[6560, 9, 1458]3 code over F3 with the weight enu-
merator 1+2y1458+18y3888+12y4860+15276y4374+

1458y4320 + 2916y4401.

Theorem 5 Let n+ s is odd with 1 ≤ s ≤ n− 1,
and f ∈ WRPB. Let Dnsq,0 be the set given in
(3). Then, the six-weight code CDnsq,0 in (5) has
the parameters [p2n−1, 2n+1]p and the Hamming

weights presented in Table 7. Furthermore, it is
minimal for p > 3 and s+ 3 ≤ n.

Proof: It is similar to the proof of Theorem
1.

Remark 2 When n+s is even, both CDsq and CDnsq

are the same code, and similarly both CDsq,0 and
CDnsq,0 are the same code.

5. Conclusion

Motivated by the previous works [19], [27], [28],
we constructed six-weight minimal linear codes
by considering a new type of functions over Fp

and new subsets of Fq. We proposed five classes
of minimal codes by using five different subsets
of the preimages of weakly regular plateaued
balanced functions. The Hamming weights in the
constructed codes follow from the Walsh spec-
trum of the function f ∈ WRPB and the function
g of the form of (4). The weight distributions of
the proposed codes follow from the subsets of the
preimages of f ∈ WRPB. As far as we know,
the six-weight minimal linear codes proposed in
this paper are new codes since for the first time
we employed weakly regular plateaued balanced
functions in the construction method proposed in
[28].

One of the interesting research problems on the
construction method proposed in [27], [28] is to
determine the best proper subset U of Fq that
defines the best code over Fp.

It is a well-known fact that minimal codes
can be applied to obtain secret sharing schemes
with perfect access structures. The constructed
minimal codes contribute to the design of secret
sharing schemes with high democracy as in [8,
Proposition 2].
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Appendix A

This section presents the Hamming weights in
CU and its weight distributions in Tables 1-7.
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Table 1: The Hamming weights in CD0
in Theorem 1

Hamming weight w Multiplicity Aw

0 1

(p− 1)p2n−2 p− 1

(p− 1)(p2n−1 + ε(p− 1)pn−2√p∗
n+s

) (p− 1)(pn−s−1 + εηn+1
0 (−1)(p− 1)

√
p∗

n−s−2
)

(p− 1)p2n−1 − ε(p− 1)pn−2√p∗
n+s

(p− 1)2(pn−s−1 − εηn+1
0 (−1)

√
p∗

n−s−2
)

(p− 1)(pn − 1)pn−1 (p− 1)(pn−1 + p− 1)pn−1

(p− 1)p2n−1 p2n − 1 + (p− 1)(p2n − pn−s − p2n−1 − 1)

(p− 1)p2n−1 + pn−1 (p− 1)2(pn−1 − 1)pn−1

Table 2: The Hamming weights in CDsq
when n+ s is even in Theorem 2

Hamming weight w Multiplicity Aw

0 1
1
2
p2n−2(p− 1)2 p− 1

(p− 1)(p2n−1 − ε 1
2
(p− 1)pn−2√p∗

n+s
) 1

2
(p− 1)((p+ 1)pn−s−1 + εηn+1

0 (−1)(p− 1)
√
p∗

n−s−2
)

(p− 1)(p2n−1 + ε 1
2
(p+ 1)pn−2√p∗

n+s
), 1

2
(p− 1)2(pn−s−1 − εηn+1

0 (−1)
√
p∗

n−s−2
)

(p− 1)(pn − 1)pn−1 1
2
p2n−2(p− 1)2

(p− 1)p2n−1 p2n − 1 + (p− 1)(p2n − pn−s − p2n−1(p− 1)/2− 1)

(p− 1)p2n−1 + pn−1 1
2
(p− 1)3p2n−2

Table 3: The Hamming weights in CDsq when n+ s is odd in Theorem 2
Hamming weight w Multiplicity Aw

0 1
1
2
(p− 1)2p2n−2 p− 1

(p− 1)(p2n−1 + ε 1
2
(p− 1)pn−1√p∗

n+s−1
) (p− 1)pn−s−1

(p− 1)(p2n−1 − ε (p+p∗)
2p∗ pn−1√p∗

n+s−1
) 1

2
(p− 1)2(pn−s−1 + εηn

0 (−1)
√
p∗

n−s−1
)

(p− 1)(p2n−1 − ε (p∗−p)
2p∗ pn−1√p∗

n+s−1
) 1

2
(p− 1)2(pn−s−1 − εηn

0 (−1)
√
p∗

n−s−1
)

(p− 1)(pn − 1)pn−1 1
2
(p− 1)2p2n−2

(p− 1)p2n−1 p2n − 1 + (p− 1)(p2n − pn−s − p2n−1(p− 1)/2− 1)

(p− 1)p2n−1 + pn−1 1
2
(p− 1)3p2n−2
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Table 4: The Hamming weights in CDsq,0 when n+ s is even in Theorem 3

Hamming weight w Multiplicity Aw

0 1

(p− 1)p2n−2(p+ 1)/2 p− 1

(p− 1)(p2n−1 + ε 1
2
(p− 1)pn−2√p∗

n+s
) 1

2
(p− 1)((p+ 1)pn−s−1 + εηn+1

0 (−1)(p− 1)
√
p∗

n−s−2
)

(p− 1)(p2n−1 − ε 1
2
(p+ 1)pn−2√p∗

n+s
) 1

2
(p− 1)2(pn−s−1 − εηn+1

0 (−1)
√
p∗

n−s−2
)

(p− 1)(pn − 1)pn−1 (p− 1)(pn−1(p+ 1)/2 + p− 1)pn−1

(p− 1)p2n−1 p2n − 1 + (p− 1)(p2n − pn−s − p2n−1(p+ 1)/2− 1)

(p− 1)p2n−1 + pn−1 (p− 1)2(pn−1(p+ 1)/2− 1)pn−1

Table 5: The Hamming weights in CDsq,0
when n+ s is odd in Theorem 3

Hamming weight w Aw

0 1

(p− 1)p2n−2(p+ 1)/2 p− 1

(p− 1)(p2n−1 + ε 1
2
(p− 1)pn−1√p∗

n+s−1
) (p− 1)pn−s−1

(p− 1)(p2n−1 − ε( p
∗−p
2p∗ )pn−1√p∗

n+s−1
) 1

2
(p− 1)2(pn−s−1 + εηn

0 (−1)
√
p∗

n−s−1
)

(p− 1)(p2n−1 − ε( p
∗+p
2p∗ )pn−1√p∗

n+s−1
) 1

2
(p− 1)2(pn−s−1 − εηn

0 (−1)
√
p∗

n−s−1
)

(p− 1)(pn − 1)pn−1 pn−1(p− 1)(pn−1(p+ 1)/2 + p− 1)

(p− 1)p2n−1 p2n − 1 + (p− 1)(p2n − pn−s − p2n−1(p+ 1)/2− 1)

(p− 1)p2n−1 + pn−1 pn−1(p− 1)2(pn−1(p+ 1)/2− 1)

Table 6: The Hamming weights in CDnsq
in Theorem 4

Hamming weight w Multiplicity Aw

0 1
1
2
(p− 1)2p2n−2 p− 1

(p− 1)(p2n−1 − ε 1
2
(p− 1)pn−1√p∗

n+s−1
) (p− 1)pn−s−1

(p− 1)(p2n−1 + ε (p∗−p)
2p∗ pn−1√p∗

n+s−1
) 1

2
(p− 1)2(pn−s−1 + εηn

0 (−1)
√
p∗

n−s−1
)

(p− 1)(p2n−1 + ε (p+p∗)
2p∗ pn−1√p∗

n+s−1
) 1

2
(p− 1)2(pn−s−1 − εηn

0 (−1)
√
p∗

n−s−1
)

(p− 1)(pn − 1)pn−1 1
2
(p− 1)2p2n−2

(p− 1)p2n−1 p2n − 1 + (p− 1)(p2n − pn−s − p2n−1(p− 1)/2− 1)

(p− 1)p2n−1 + pn−1 1
2
(p− 1)3p2n−2

Table 7: The Hamming weights in CDnsq,0 in Theorem 5
Hamming weight w Aw

0 1

(p− 1)p2n−2(p+ 1)/2 p− 1

(p− 1)(p2n−1 − ε 1
2
(p− 1)pn−1√p∗

n+s−1
) (p− 1)pn−s−1

(p− 1)(p2n−1 + ε( p
∗+p
2p∗ )pn−1√p∗

n+s−1
) 1

2
(p− 1)2(pn−s−1 + εηn

0 (−1)
√
p∗

n−s−1
)

(p− 1)(p2n−1 + ε( p
∗−p
2p∗ )pn−1√p∗

n+s−1
) 1

2
(p− 1)2(pn−s−1 − εηn

0 (−1)
√
p∗

n−s−1
)

(p− 1)(pn − 1)pn−1 pn−1(p− 1)(pn−1(p+ 1)/2 + p− 1)

(p− 1)p2n−1 p2n − 1 + (p− 1)(p2n − pn−s − p2n−1(p+ 1)/2− 1)

(p− 1)p2n−1 + pn−1 (p− 1)2(pn−1(p+ 1)/2− 1)pn−1
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