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Abstract- Phishing detection is an area of identifying malicious activities designed by phishers to lure users providing sensitive 

information. Existing anti-phishing systems use blacklists based on specific parameters, characterize attacker’s activities with 

artificial and computational approaches and educate users. The development and maintenance of these systems is hard and costly 

because of the polymorphic nature of phishing techniques. Phishing attacks are able to scam humans with insufficient knowledge, 

while countermeasures focus on specific characteristics to make decisions. Defining formal approaches for representing and 

reasoning knowledge in anti-phishing systems is therefore a concern. This work deals with this issue by proposing formalized 

description logic to build the knowledge base of phishing attacks. It additionally designs an ontology-oriented approach to add 

semantics on that knowledge. The ontology model has been proven consistent and satisfiable. Experimentations on case studies 

demonstrate the ability of the proposed model to represent knowledge attack scenarios. A comparison with state-of-the-art 

researches shows that the proposed formalism is more adequate to characterize phishing semantics. This work could successfully 

complement anti-phishing systems. 

Keywords- Description logic; Ontology; Phishing.

1. Introduction 
 

A knowledge-based system is a program able to 

reason to solve a certain problem, with the help of 

knowledge related to several fields such as 

medicine, knowledge engineering and cyber security 

[1]. Domain knowledge is represented by entities 

that have a syntactic description to which semantics 

are associated [2]. There is no universal method for 

designing knowledge-based systems, but research 

proposals has been developed around the logic of 

predicates, semantic networks, and frame languages 

[3]. They gave birth to a family of representation 

languages called Description Logics (DL), or 

terminological logics [4]. Ontologies represent 

conceptual models that transform 

knowledge specified by a language such as DL, in 

an exploitable form by an information system 

[5]. They are used to reason objects of the studied 

domain.  

Phishing is a serious concern in the 

cyberspace[6][7]. It consists to identify malicious 

activities built by attackers to lure users, whom 

provide sensitive information such as bank account 

number, password, and so on [8]. It mainly relies on 

social engineering, to insert malicious URLs, 

counterfeit email, impersonate source and 

destination headers, and attached malicious files 

[9]. Phishing includes e-mail phishing which 

counterfeits an e-mail and URL phishing which 

designs fake URL to redirect users to the 

attacker. Literature mainly provides with two 

categories of anti-phishing attempts [10][11]. The 

first one includes detection approaches based on 

information-related characteristics ([12]–[20]) and 

prevention approaches based on user education 
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techniques ([21]–[24]). This category is limited 

since authors rely on static email features, misused 

in sophisticated techniques. Additionally, educative 

techniques are inconsistent due to ignorance of users 

and sophisticated social engineering techniques 

exploited. The second category includes approaches 

based on knowledge representation [25]–[32]. 

Literature offers just few works belonging 

specifically to this category. Authors who deal with 

phishing are restrictive to one scenario and none of 

them proposes any description logic representation. 

Unlike, this work proposes an ontology based 

description logic to characterize possible email 

phishing scenarios. It starts by providing a generic 

taxonomy of email phishing processes. It then 

designs related Tbox and Abox knowledge based on 

DL. This work builds an ontology related to this DL 

and successfully proves its consistence by the 

reasoner Racer. Several scenarios of phishing are 

matched to this ontology, to demonstrate its 

reliability.  

This work is organized as follows: The first 

section reviews phishing countermeasures. The 

second section presents concepts about knowledge 

representation and phishing. The third section 

includes the model of DL, the construction of 

ontology and its reasoning. The fourth section 

experiments the ontology on some case studies of 

phishing email and makes a comparison with similar 

works. The next section concludes and gives 

research perspectives. 

2. Related works 

This section describes various orientations provided 

in literature to deal with phishing. 

 

2.1 Detection-based approaches 

 

This category includes various approaches. Authors 

rely on content and metadata to profile phishing 

traces. Similarity measures are designed to compare 

normal web pages and malicious pages [12], [33]. 

Machine learning approaches are applied to classify 

between benign and fake e-mails [13]–[20]. White 

and blacklisting are exploited to block malicious 

DNS entries [34]–[36]. 

 

2.2 Education-based solutions 

 

Several authors propose solutions to enhance user 

awareness of different attacks and their technique 

[21]–[24]. 

2.3 Knowledge representation-based solutions 

 

Some authors oriented their research towards 

formalizing objects, entities and their relationships 

in cybersecurity area. 

 

2.3.1 Cybersecurity in general 

 

Sikos [37] [Handling Uncertainty and Vagueness in 

Network Knowledge Representation for Cyberthreat 

Intelligence] proposes description logic 

representations of network knowledge originating 

from diverse sources to enable efficient automation 

via reasoning and to catch uncertainty and 

impreciseness. Ellison et al. [38] formalize 

description logics to represent and reason knowledge 

in digital forensics and digital security. Scarpato et 

al. [39] couple description logics to Web Ontology 

Language (OWL) and SPARQL queries able to 

represent information needed to generate the 

Reachability Matrix withinin the Open Systems 

Interconnection(OSI) protocols. They deduce 

ontology for cybersecurity. 

2.3.2 Anti-phishing proposals 

 

Literature provides very few anti-phishing 

techniques which include ontology and DL 

representations.  Tseng et al. [25] propose an 

ontology based on the framework language to model 

and represent a phishing attack scenario. 

Bazarganigilani [26] proposes an ontology model for 

semantics on a phished email classifier based on the 

Naive Bayes algorithm. Qaseem and Govardhan [27] 

propose a system to catch phishing in instant 

messaging. For that, they designed an ontology to 

represent the context or intention through objects 

related to instant messages exchanged between 

chatters. Kerremans et al. [28] propose a knowledge 

representation architecture to discriminate various 

types of scams including phishing. Zhang et al. [32] 
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propose a phishing domain ontology representing 

linguistic characteristics of page contents. Authors 

rely on this information to look if a website is 

similar to the ontology of phishing website. Kiran et 

al. [30] aim to check webpage’s legitimacy by 

understanding its content. For that, they build RDF 

of nineteen elements of webpages to rely on for 

identifying the nature of a webpage. Park and Rayz 

[40] reinforce the classifiers by adding ontological 

semantics to terms exploited in emails and websites. 

Falk [31] focuses on just the language used in the 

bodies of email messages to model ontological 

objects and relations within email contents. He 

demonstrates that machine learning algorithms are 

improved.  

 

2.4 Comparison 

 

Table 1 compares the aforementioned phishing 

category proposals. 

 

Table 1. Phishing proposals comparison 

Proposal Advantages Disadvantages 

Detection-based  

 

This category prevents the 

appearance of a phishing site 

Hackers can easily deceive by providing 

them with a visually similar site. The rate of 

false positives and false negatives: these 

solutions are based on the characteristics 

related to the object: e-mail, files, URL. 

They are limited due to the polymorphic 

nature of phishing. 

Educative-based solutions 

 

This category improves 

awareness and increases 

knowledge about attacks 

Hackers use social engineering methods to 

lure users. By nature, users trust each other. 

Attacks are evolving whereas users are not 

in their training. 

Knowledge representation-

based solutions 

This category defines properly 

the semantic relationships 

among domain concepts. It 

increases the likelihood of 

detecting new forms of 

phishing e-mails [41]. 

There are many objects to represent. It could 

be extremely time consuming while 

respecting the constructors of the 

representation formalism. 

Works dealing with phishing are rare and 

existing ones lack to propose generic 

ontology based DLs. They are too restrictive 

to one scenario. 

 

 

2.5 Summary 

This research provides a generic ontological model 

based on DLs to model phishing knowledge since it 

could be complementary to detection-based and 

educative-based systems.  

 

3. Background 

This section presents concepts related to knowledge 

representation and phishing. 

3.1 Knowledge representation  

Knowledge relies on cognitive schema specific to 

each individual. One of the challenges 

in Artificial Intelligence (AI) consists to model a 

domain and to implement this cognition in a form 

exploitable by both humans and by machine.  

3.1.1 Semantic networks 

According to Quillian’s works [42], semantic 

networks are originally designed to illustrate the 

memory processing in the context of 

linguistics. They become later a language of 

representation [8]. Despite the contribution of 

semantic networks in the field of knowledge 
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modelling, they have significant limitations. In fact, 

they focus on information structure and not on its 

semantics. This situation could lead to confusion 

between relations or classes [43]. The previous 

observation leads to the development of new 

formalisms called frames. 

3.1.2 Schemas (frames) 

According to Minsky [44], the principle of frame 

relies on the assumption that the representation of 

the World is in the form of arrangement of 

elementary information units called schema. Unlike 

semantic networks, for which semantic memory is 

associative, information can be divided into 

subsystems that potentially have inter-links. The 

idea is to collect all the necessary information about 

a situation and to put them in a place, called 

frame. Some pioneers such as Hayes [43] criticized 

the absence of formal semantics in this formalism. 

3.1.3 Conceptual graphs 

Inspired by the existential graphs of Pierce and 

semantic networks, Sowa [44] provides a new mode 

of representation based on predicate logic of first 

order. They are used in database structure. The 

conceptual graph can be connected, finite and 

bipartite graph. Like frames, they lack expression of 

semantics in the definition of relations and 

classes [45]. 

3.1.4 Description logic  

Previous representations have been formalized using 

logic to give semantics. Without such a precise 

formalization, they are vague and ambiguous, and 

thus problematic for computational purposes. 

Description logics extend frame-based systems by 

expressing definitions of classes and relations [46]. 

Several description logic languages exist and differ 

in language expressiveness. DL languages provide 

formal semantics and can therefore represent the 

knowledge of an application domain in a structural 

and formal way. DL is used in this research because 

of several reasons. 

 Description logics have become a major 

knowledge representation paradigm, in particular 

for use within the semantic Web. It can be 

applied in cyber security [21]–[23], [27], [28], 

[47]–[49]  

 DL is decidable, i.e. given a concept, it is 

possible to determine if this definition is 

consistent with others. Also given an instance 

definition, it can be decided which is the concept 

definition that most fits it. 

 DL has sound and complete reasoning 

mechanisms which guarantee the results 

accuracy and reliability. 

 Wide range of logics has being developed till 

now, from very simple (no disjunction, no full 

negation) to very expressive, so logic satisfying 

research needs could be selected in a minimum 

computational complexity. 

 Modern DL reasoning engines are quite efficient 

when providing results. 

DLs rely on three notions such as concept, role and 

individual [50]. Concepts correspond to classes of 

individuals, roles are relationships between these 

individuals, and individuals correspond to individual 

concepts. In a descriptive logic knowledge base, 

there are two components: TBox and ABox. The 

first contains all the axioms defining the concepts of 

the domain. ABox contains assertions about 

individuals, specifying their classes and their 

attributes. 

3.2 DL families 

DLs have a common base language called 

Attributive Language (AL). It is enriched with the 

following syntactic elements [51]: 

 A: Atomic concept 

 ⊤: Universal concept Top 

 ⊥ : Empty Bottom concept 

  ¬A : Negation of atomic concept 

 C ⊓ D : Conjunction of concepts 

  ∀ r.C : Universal quantifier 

  ∃ r : Existential quantifier non-typed 

Some expressive languages can be derived by 

adding other constructors to the AL language. 
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 AL∪ = AL ∪ {C ⊔ D} : disjunction of 

concepts;  

 AL∈ = AL ∪ { ∃ rC } : existential typed 

quantifier ; 
 Attributive Language with Complement 

(ALC): this is the most important logic 

since it is the basis of all logics of 

expressive description; 

 ALC = AL ∪ {¬C}: Here, C is a 

primitive or defined concept; 

 ALN = ALU {≤nr, ≥nr}: Number 

restrictions, denoted by the letter N and 

denoted by ≤ nr (restriction to less than 

n) and ≥ nr (restriction to more than n) or 

n represents a positive integer. 

AL can be extended using constructors of concepts 

and constructors of roles. 

3.3 Satisfiability of a concept 

Definitions: Satisfiability of a concept, equivalence, 

incompatibility 

• A concept C is satisfiable or coherent if and only if 

there is an interpretation I such as C
I
 ≠ ∅; It is 

unsatisfiable or inconsistent otherwise. 

• Two concepts C and D are said to be equivalent, 

which is noted C ≡ D, if and only if 

C
I
 = D

I
 for any interpretation I. 

• Two concepts C and D are incompatible or disjoint 

if and only if C
I
∩D

 I
 = ∅; for any interpretation. 

 

3.4 Knowledge base 

In description logic approaches, the representation of 

knowledge includes two levels: TBox, which allows 

to reason only on concepts, and ABox, which 

introduces reasoning on individuals. ABox includes 

a set of assertions about individuals, such as 

assertions of memberships and role assertions. As 

shown in Figure 1, the knowledge base (KB) relies 

on a language and can be implicitly enriched using 

inference models. It can be exploited by information 

systems to improve decision making. 

 

 
Fig. 1. General structure of an DL system [51] 

 

3.5 Reasoning  

 Humans process knowledge by reasoning so that 

they reach conclusions [52].  Analogously, a 

computer processes the knowledge stored in KB by 

drawing conclusions from it, i.e., by deriving new 

statements that follow from the given ones.  

3.5.1 Subsumption 

The subsumption relation used in the knowledge 

base (Tbox, Abox) is the relation (is-a) which is the 

relation of subsumption with inheritance [53]. It is 

only used between classes of the same ontology and 

allows defining simple hierarchies. 

 

3.5.2 Reasoners 

Reasoners check for logical contradictions and for 

consistency of ontology model [54]. A reasoner can 

invalidate ontologies in different ways: 

 An ontology can be detected as inconsistent 

meaning that there is no possible 

interpretation of the ontology; 

 An ontology is insatisfiable when there is a 

possible interpretation of that ontology. 

 

3.5.3 Inference Engine 

The inference engine [55] is the set of reasoners for 

inferring on the basis of knowledge. It is a program 

that makes the logical deductions of an expert 

system from a knowledge base and a database of 

rules. In fact, most of these engines are designed to 

reason on the description logic, but accept Web 

Ontology Language (OWL) files as inputs. Once the 
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ontology is loaded, these engines make inferences 

about TBox and ABox. 

 

3.6 Ontologies  

The notion of ontology was first addressed by John 

McCarthy in the field of artificial intelligence (AI) 

[56]. An ontology is simply the set of concepts, 

relations, attributes and hierarchies existing in a 

domain [5].   

  

3.6.1 Benefits 

Ontologies are helpful in several points. 

 It provides a common understanding of the 

information structure between people and 

software manufacturers; 

  It renders interoperability between systems; 

 It facilitates exchange of knowledge between 

systems; 

 It facilitates reuse of knowledge on a domain 

by creating and maintaining reusable 

knowledge bases. 

 

3.6.2 Representations 

An ontology can be represented as a graph of 

concepts and relations (graph of ontology), as a 

model to formally describe resource on the Web 

(Resource Description Framework) and as 

description logic notations This work couples the 

graph representation to DL notation since RDF is 

more oriented programming. 

 

3.6.3 Type of ontologies 

There are four main types of ontologies. Top-level 

ontologies which describe abstract and general 

concepts that exchanged across various domains and 

applications. Domain ontologies capture the 

knowledge within a specific domain of discourse 

such as phishing. Task ontologies capture the 

knowledge within a specific task, such as phishing 

analysis. Application ontologies which are within 

the scope of this work combine both domain and 

task ontologies. 

 

3.7 Phishing 

Phishing is a cyber-criminal technique exploiting 

social engineering to lure target users providing 

sensitive information such as bank accounts.  This 

document deals with spear phishing characterized by 

the fact that phishers designed a fake e-mail 

targeting a specific group of individuals. According 

to [11], phishers mainly follow four steps. 

 Designing and dissemination of fake e-mails 

during which attackers design fake e-mails 

and flood them through messaging means to 

the targeted users.  

 Visiting malicious websites during which the 

victim is redirected to the phisher website.  

 Releasing of sensitive information during 

which the user is persuaded to disclose 

confidential information. 

 Gathering of sensitive information during 

which user’s confidential information are 

sent to attackers. 

In Figure 2, a more specific and complete phishing 

process is proposed. It includes collecting 

information on the target, representation of elements 

of incitement and phisher exploits. 
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Fig. 2. Scenario of spear phishing 

 

The phisher begins with a sharp investigation of the 

target. It can be done either through social media or 

by collecting personal traces left on the Web. Once 

the collection is sufficient, the phisher prepares the 

phishing attack by minutely designing mail contents 

and falsifying the mail header. This falsification 

aims at usurping the victim identity. For example, 

the source address used by the hacker can be 

me@yah00.com instead of me@yahoo.com which 

corresponds to the real address of the user. The 

phisher can also fudge a text by masquerading as a 

well-known body by adding emergency words to 

incite the victim to act. The hook may be to make a 

phone call to the recipient or to click on a bad link 

redirecting the user to a malicious site. Once the site 

is opened, counterfeit forms collect sensitive 

information and malicious scripts are launched in 

background to remotely take control. Another 

method is to attach malicious files to emails. The 

phisher at this point uses social engineering tricks 

through words or pictures to get the victim to click 

on the file to launch it. At this point, thanks to the 

malicious scripts attached to the file and the 

vulnerabilities of the client software needed to read 

it, the phisher can have remote control of the host 

computer. 

4. Description logic model 

The knowledge base includes Tbox and Abox. Their 

specification relies strictly on Figure 2 which 

describes phishing scenarios. The following section 

specifies KB of the phishing domain. 

 

4.1 TBox 

Figure 3 shows the TBox configuration space for 

phishing attacks. It starts by formalizing the Person 

axiom. This axiom can be either the victim or the 

phisher (1). The Phisher axiom is defined as a 

person who targets a victim to deceive (2), and a 

Victim as a person who has been deceived (3). Spear 

phishing is subsumed by the intelligence about 

gathering information about the victim (target) and 

the incentive element (4). The description of the 

latter logics relies to the scenarios in Figure 2. 
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                                Fig. 3. TBox 

 

 

 

4.2 ABox 

ABox contains the key elements of TBox. 

A = {(i: incitation, p: phisher, v: victim, ta: 

adapted_text, has_an adapted_text 

(v; p), cd: Information_collection, f: form, a_form_ 

(cd; f), io: computer_infection_, lm: 

a_lien_lien_lien_ (io; l m), pj: a_an_table (io; pj)} 

Here i; p; v; your; cd; f; l m; io; pj; pr; cv; am are 

individuals of the following concepts: incentive, 

phisher, victim, adapted_text, 

Collection_information, form, infect_computer, 

attach_party, take_information, 

contact_of_the_victim, other_means respectively. 

The knowledge base should be tested for consistency 

and, therefore, the user's choice will be validated. 

 

4.3 Construction of the ontology 

4.3.1 Construction 

Protégé 4.3 is used to build the ontology through 

Ontology Web Language (OWL) [59]. We adopt 

OWL DL because, firstly, the OWL DL makes it 

possible to express multiple cardinalities and, on the 

other hand, the other languages are unsatisfactory or 

more complex. Resource Description Framework 

(RDFS) is limited since it does not allow the 

expression of cardinality constraints. 

Protégé 4.3 requires the installation of the Owlapi 

4.2.0 Application Programming Interface (API) 

required for the manipulation of the ontology. The 

ontology is obtained after the following phases: 

• The launch of Protégé; 

• The creation of classes and subclasses; 

• The creation of properties. 

The ontology contains three (03) main classes as 

shown in Figure 4. 

• The class "spear_phishing" includes all the other 

classes because it is from it that the class 

intelligence on the target arises. The class 

element of incitement, “element_incitation”, 

contains the subclasses which are among others: 

Information on the falsified header, adapted text, 
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presence of a phished link, presence of a 

malicious file containing also subclasses. 

• The subclass shadow link contains the following 

elements: 

o Running a malicious program; 

o Phisher's site; 

o Remote control of the host machine. 

• The malicious subclass contains the following: 

o Running a malicious program; 

o Collection of personal or confidential 

information; 

o Remote control of the host machine. 

Figure 5 illustrates the ontology for phishing attacks 

based on DL. It has been found that there are two 

(02) arrows on both sides that point to classes and 

subclasses, the purple arrow is a "contained" 

relationship and the second is the class property. It 

appears or it points to the corresponding class, 

meaning that the incentive element can contain 

either a suitable text or a malicious file, or 

information on the header. When it is a falsified or a 

phished link, it has the same meaning (i.e. the 

relation contains) as the first. But the latter allows 

seeing the property between classes and subclasses. 

 

 

       Fig. 4. Interface for class naming 

 

 

 

 
                      Fig. 5. Ontology for phishing attacks. 
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4.3.2 Inference 

The generation of inferences is done via a query 

language called Simple Protocol and RDF Query 

Language (SPARQL). This language acts on the 

data stored in RDF. The loaded ontology requires 

OWLAPI which is an open source Java API. It is 

used to manipulate ontologies and generates .owl 

files representing the ontology. OWLAPI takes care 

of analyzing the file, extracting the axioms and 

creating the OWL Ontology class. 

 

4.4 Reasoning 

Manual and automatic reasoning are applied to 

check the consistence of the ontology. 

4.4.1 Manual reasoning 

Manual reasoning is performed by using the tableau 

reasoning [60]. It is the best method for making 

inferences with the description logic [61]. The goal 

is to reason phishing attack DLs with the reasoning 

by table to demonstrate the satisfiability of the 

proposition representing phishing attacks as defined 

in Equation (1). 

Phishing =∀ (≤1Dis. Link.Mal⊓ Site.Visit 

⊓Info.Sensitive.Releve⊓Transfer.Info. Disclose)       (1) 

 

Equation (1) is used as starting point a predicate 

independent of any terminology meaning with TBox 

excluded. It is done by replacing all the terms of the 

formula by their definition in the terminology. 

Indeed, if a term in the formula has no definition in 

terminology, it remains unchanged. This process is 

repeated until the formula obtained contains no term 

that has a definition in the terminology. 

 The black square in Figure 6 refers to a 

contradiction. The proof is represented by a tree, 

where each branch represents alternatives. After 

repeated substitution, alternatives provide 

contradiction as shown in Figure 6. 

 

 

 
 

                                    Fig. 6. Reasoning Tree 

 

 

4.4.2 Automatic reasoning 

Verifying the consistency of this ontology consists 

of checking its satisfiability. It is realized using the 

code shown in Figure 7. 
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                                Fig. 7. Verification of ontology consistency 

 

 
                                      Fig. 8. Consistency check outputs 

 

Figure 8 shows that the proposed ontology is consistent. 

 

5. Experimentation and interpretation 

The spear phishing ontology is tested and proved 

consistent. Here, we considered five experimental 

scenarios: email with an incentive element, email 

with information on the falsified header, e-mail with 

a fake content and phished link, email with 

malicious attachment, and email with grammatical 

mistakes with malicious attachment. 

5.1 Email with an incentive element 

This experiment checks whether the constructed 

ontology respects the practical case of spear 

phishing illustrated in Figure 9. It is a falsified 

Paypal message aiming to incite the victim to click 

on the confirmation button to be redirected into the 

phisher’s site. The proposed ontology is able to 

characterize this scenario since it includes a concept 

about incitation. In this case, it concerns the 

simulated logo and the sentence “Your account 

PayPal is limited. You Have To Solve The Problem 

in 24 Hours” urging the user.
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                             Fig. 9. Email with incentive element. 

 

5.2 Email with information on the falsified header 

Figure 10 shows a phished email including a 

falsified sender address. In fact, the phisher builds 

this address using as prefix the name of real contact 

and suffix(after the “@”) a modified domain name. 

This scenario belongs to the ontology as falsified 

email headers. But fake headers could be seen as 

incitation element, also well described by the 

ontology.

 

             Fig. 10. Email with information on the falsified header 

5.3 Email with adapted text and phished link 

Figure 11 shows a message that informs that a 

PayPal account has been limited, and that there is a 

short time to solve the problem causing this 

limitation. And this email contains a phished link, 

which redirects to a fake site (site of the phisher). 

The hacker's site presents a form to provide sensitive 

information. All these three elements (adapted text, 

phished link and the pirate's site) exist in the created 

ontology. 
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                                Fig. 11. Email with adapted text and phished link 

5.4 Email with malicious attachment 

Figure 12 illustrates the receipt of an email 

containing a fake attachment named invitation.htm 

rather than a .pdf file. Once clicked on the piece 

attached, it redirects to a fake Gmail website which 

is the phisher’s site. The proposed ontology 

proposes concepts to characterize malicious 

attachment as well as phished website knowledge.   

 

                                                Fig. 12. Email with attachment 

5.5 Email with grammatical mistakes and a 

malicious attachment 

The received email (shown in Fig.13) is a fake one, 

identified by the grammatical, vocabulary and 

punctuation mistakes. Unfortunately, the ontology is 

unable to deduce knowledge from this scenario 

because the language used for the ontology does not 

include artificial intelligence dealing with sentence 

mistakes. The language used in this research is 

descriptive.
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                           Fig. 13.  Email with grammatical errors and an attachment 

 

5.6 Comparison with similar works 

Table 2 presents some criteria to evaluate similar 

researches against the proposed scheme in this 

document. Five criteria are exploited. The first 

criterion refers to the style used to represent the 

ontology. The second criterion indicates whether the 

ontology is top-level, domain, task or application as 

described in section 3.6.3. The third criterion gives 

the reason why the ontology has been used in the 

proposal. The fourth criterion indicates scenarios 

among those experimented in this work, which are 

identifiable through the proposals. The fifth column 

concerns some observations. It appears that most 

research exploits ontology during text analysis to 

semantically represent concepts related to terms 

used by phishers. Authors identify phishing pages or 

phishing emails by analysing linguistic features and 

to give semantic model to describe scenarios. 

Moreover, authors propose specific phishing domain 

ontology. It means that they only consider one 

aspect of possible techniques, i.e., analysing terms 

used in email content or page content. However, 

there are extended possible scenarios exploited by 

phisher to infiltrate as designed in this work (see 

Figure 2).  Proposals represent knowledge with 

various schemes. The proposal exploiting 

description logics [32] aims to define semantic 

relationship of the word elements in the sentences. 

Unlike, our proposal models knowledge of up-to-

date techniques of phishing based on description 

logic. We then associate a developed ontology to 

design knowledge usable by a computer system. An 

advantage of similar works is that they can directed 

be coupled to existing classifiers to improve 

detection of misclassifications.  Most of them are 

domain-oriented although they capture only partial 

aspects of phishing. The proposed approach in this 

document is on contrary application-based meaning 

that it describes logics to represent the whole 

phishing domain but additionally build the ontology 

to make the knowledge exploitable in a system.  

Figure 13 reveals that 75% of similar works are able 

to identify the scenario 3 since they represent 

semantics related to terms in phishing terms. Unlike 

our proposal which is not able to detect scenario 5, 

works [27] and [28] do since they conceptualized 

lexical and grammatical terms in texts. One can 

rather develop ontology to represent frequent 

grammar and vocabulary mistakes in phishing 

messages. 
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Table 2. Summary of comparisons among similar works 

 Representation 

of ontology 

Type of 

ontology 

Use of ontology Scenario n° 

identified 

in the 

proposal 

Observations 

Qaseem and 

Govardhan [27] 

RDF Top-level identify the 

semantic domain 

and context for the 

instant message 

keywords 

5 

specific 

Tseng et al. [25] Frame Application model a phishing 

attack scenario and 

related knowledge 

3 

coarse-grained 

Kiran et al. [30] RDF Top-level Model web 

elements of 

suspicious page 

3 

specific 

Kerremans et al. 

[28] 

Based on 

GOMA - 

RDF/OWL 

Domain 

Model concepts and 

relationships 

explicitly 

verbalized and 

related to lexicons 

5 
specific to email 

fraud 

Falk [31] 

Based on 

OntoSem – 

Frame and graph 

Domain 

Describe the 

language seen in the 

sample data 

3 
ontology support 

misclassifications 

Park and Rayz 

[40] 

Based on 

Ontological 

Semantic 

Technology 

Domain 

Represent syntax 

and semantics in 

terms of emails 

3 
ontology support 

classifications 

Bazarganigilani 

[26]  
undefined Domain 

Model different 

meanings and 

synonyms of terms 

3 

ontology support 

phishing page 

classifications 

Zhang et al. [32] DL Domain 

 Define the 

semantic 

relationship of the 

word elements in 

the sentences 

appeared in the 

known phishing 

3 

ontology support 

phishing page 

classifications 
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Fig. 13. Proportions of scenario 

 

5.7 Limitations 

The created ontology proposes a coarse-grained 

conceptualization. Indeed, basic knowledge 

describes general concepts without affecting details 

or values. This can be justified by the fact that the 

ALC language on which the ontology is based is 

expressive. The consequence is that detection based 

on grammatical errors has been found unsuccessful. 

 

6. Conclusion and perspectives 

In this work, we exploited description logics as the 

main support to design ontology to represent 

phishing knowledge. The knowledge base includes 

Tbox and Abox representing key elements to 

describe generic email phishing process. An 

ontology scheme is proposed based on DL 

representations. Ontology’s satisfiability and 

consistency have been proven. It demonstrates that 

this ontology is exploitable in information systems 

and can be extended to new axioms. 

As future work, a system exploiting the ontology for 

phishing education will be designed and 

implemented. The ALC language will be extended 

to more expressive DLs, by developing subsumption 

algorithms while optimizing complexity. 
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