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Abstract- E-commerce companies utilize collaborative filtgriapproaches to provide recommendations in ordetttact
customers. Consumer participation through supplyégglbacks is an important component for a recordaim system to
produce accurate predictions. New companies imtagketplace might lack enough data for collabogafiltering purposes.
Thus, they can come together to share their véitipartitioned data for better services. Althougrtitioned data-based
recommendation schemes provide accurate predicfivaicy issues might pose different risks todbenpanies participating
into such collaboration. Partitioned data-basedagy-preserving collaborative filtering schemes damprovide accurate
predictions without neglecting the privacy of swlzia holders. However, the collaborating parties/gey, provided by these
schemes, might not be protected as much as beligvéis study, the privacy, offered by verticaflgrtitioned binary ratings-
based privacy-preserving collaborative filterindiemes, is examined by three different attacks ametramentally tested.
Empirical outcomes show that the collaboratingiparare still able to derive each other’s confiddmtata.

Keywords- Privacy; Collaborative filtering; Binary ratings;evtically partitioned data; Attack scenarios.

1. Introduction E-commerce companies might collect implicit
(browsing, purchase history, time spent, etc.) and

The Internet age has been offering gred®@XPplicit information (ratings, reviews, etc.) about
opportunities for companies to reach out theifheir customers [2, 3]. They might provide
potential customers around the world. Anyonéeferrals to their customers to overcome the
sitting in front of a computer can visit any site t information overload problem by utilizing the data

browse, review, or buy an item. Thus, customerollected from them. Collaborative filtering (CB) i
will be equipped with a large amount of date technique to offer such recommendations based

before making a decision about an itemOn user data. CF was first coined with Tapestry
Information overloadrefers to the fact that the Project [4]. A typical CF system is composed of an
amount of data human beings can process hBs* M matrix withn users have a rating vector of
some limits and this limit makes the decisiod" items. This matrix is usually sparse. The users
making process difficult [1]. Information overload €@n express their ratings in different scales agch
is an important problem for e-commercgumeric (5-star, 1 to 10, etc.) or binatike or

companies hindering their customers from spottingfislike). CF systems utilize the ratings to offer
right products. right products to their customers.
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Data sparsity is a crucial problem in CF [5, 6]data by randomized response technique (RRT) [17]
The more ratings an e-commerce company has, thad discloses which items are rated.
better recommendations will be produced. Dense
matrix for a CF system will allow an e-company to
mine more reliable relationships among users
items. User participation is therefore important t
obtain accurate recommendations. However, us

The related studies up to now focus on central
erver-based PPCF systems to obtain private
Phformation. Inspiring from these studies, this
aper conducts a privacy review of vertically
- i~ : -~ i |5§1rtitioned data-based PPCF schemes on binary
may be unwilling to participate n prOV|d_|ng th?'rratings. Privacy has two aspects in PPCF. The first
true 'p'references (;Iue to _privacy .”S.ks .I'k%s to disguise the actual rating values; the otker
unsoI|C|te_d marketing,  price dlscnmmatlon,to disguise the rated items. Our aim is to deree t
unquthorlzed access, government surveillance, a@gllaborating parties’ private data considering two
selling personal information in case of bankrUptC%spects of privacy. Three different attack scesario
[7. 8]. are devisedacting as an active user in multiple
Phelps et al. [9] report that the majority ofscenariosknn-basedandperfect matchattacks, to
users are concerned about how companies use thetcomplish data reconstruction. The first attack
data and want control over their data. Usersionitors similarity scores between repeated
believe that the companies are not concerned abayteries differing by one cell only. Therefore,
privacy and know too much about their users. Trualtered rating cell in each query could be
user participation is important in CF. Thereforereconstructed. knn-based attack  exploits
privacy-preserving collaborative filtering (PPCF)neighborhood information of CF schemes [13].
schemes are proposed to protect privacy. They aifthis attack assumes that history (ratings) of a
to provide accurate referrals to users withoufarget user is known or disclosed by an attadker.
neglecting privacy. PPCF schemes must achievake users with identical to the target user are
privacy, accuracy, and performance [6]. In appended to the CF system and a prediction is
typical scenario, users mask their data beforasked for one of the fake users. It is expectetl tha
sending them to a central server for CF purposeseighborhood will be formed frork-1 fake users
The server has an access to the perturbed datad the target user. As a result, the predictioas a
which is different from the original one so thaisit expected to be produced from the target user
unable to retrieve individuals’ private information because unrevealed ratings of her will be revealed.

Although PPCF schemes promise privacyThe third attack exploits the highest correlations,

there are some studies arguing that privacy is nggrfect matchesbetween an incoming query and
protected as much as believed [10, 11, 12, 13, 1 sers. Based on capturpdrfect matchesratings

A data disguising method, random perturbation, i th? Incoming query could be reqonstructed by
studied in [10, 11]. It is argued that data pertarb carrying out intensive repeated queries.

by random perturbation techniques, which In [18], the authors perform these attack
basically add random noise to the original datacenarios on PPCF schemes, where binary data is
have predictable nature. Thus, the data perturbédrizontally partitioned between two-parties. In
by this method can be extracted using spectréiis study, our aim is to shohow much privacy
filtering (SF) [10, 11]. On the other hand, CF-can be achieved in terms of the first and the
based systems are examined by different scholasscond aspect of privacy by the vertically
[12, 13, 14]. Zhang et al. [12] propose twopartitioned data-based PPCF binary schemes in
different techniques to disclose the ratings of thgl9, 20]. Note that data is partitioned between two
users perturbed by the PPCF method proposed parties by devising different attack techniques. We
[15]. In [13], live CF systems are attacked bydiscuss possible attacks targeting these schemes
utilizing auxiliary information and tracking the and perform some experiments to display the
temporal changes of the public output on theesults.

targeted CF services. The authors in [14] analyze a

specific PPCF scheme [20], which disguises binarge The paper is organized as follows. The next

ction covers the related work in the field. Secti
3 introduces the target PPCF schemes. Section 4
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clarifies attack techniques and Section 5 displayéPD [27]. A detailed survey about PPCF schemes
experiments. Section 6 gives a discussion aboi#t presented in [6].

results and makes a comparison with a random
attack. The last section lays out conclusions ar(LQfo
general summary of the study.

Privacy is meant to be preserved by
rementioned techniques. However, a group of
researchers examine if privacy is really protected.

2. Related Work In privacy-preserving data mining community,
Kargupta et al. [10] propose an SF technique to
extract the original data perturbed by random
rturbation. Their method is based on obtaining

eoretical boundaries of maximum and minimum
alues of eigenvalues of the noise matrix. They
tend their study for discrete graph structurg.[11
ome researchers study the bounds of the
server by adding up some random noise to t (_:on_struction error by SF. methOdS [28 29]
Ir|nC|paI component analysis is also utilized to

original z-scores. Other schemes for the centrF]eCOnstruct the original data by exploiing data
server-based PPCF utilize binary data [16, 21]. | orrelations [30]. When the correlation is high,

16, 21], the r rcher ly RRT n binar .
[16, . the researchers apply s on bina econstructions that are more accurate can be

data to disguise ratings. RRT is a surve i
technique, proposed by Warner [17], to determin erformed for random perturbation.
a sensitive attribute in a population. To calculate Zhang et al. [12] target a PPCF scheme
predictions, the probabilities due to RRTs are usqutoposed by Polat and Du [15]. They utilize
in [16] while naive Bayesian classifier (NBC) issingular value decomposition andk-means
utilized in [21]. In [22], the authors propose arclustering to reconstruct original data. They apply
item-based scheme claiming that item relationshik-meansclustering to get the data in groups for
IS not sensitive. discrete and continuous valued data. This method
Sparse data sets are obstacle for CF systel%%n _pe .appl'ed to discrete d_ata without any
and companies planning to embark on rle\}delflcatlon, howe\(er, the continuous qlata need
markets or newly established ones might lacROME  Preprocessing. They dlscret|z_ed _the
enough data to provide accurate recommendatioﬁgn.tlrluous data intk segment and an item is

[6]. Hence, they might collaborate for betterass'gned to the media_n value of t_he segment it
filtering services. Two companies could hav elongs' to after clustering. Calandrmo et al'..[13]
ratings for the same set of items by differen arget live CF systems by exploiting auxiliary

customers. This is called horizontally partitioned:tg::?:“t?]r;t eTxT)?git Fggp;ﬁpofgsilxznglgéezr?ntchee
data (HPD). Likewise, if t ties hold rati : .
ata ). Likewise, if two parties hold ratings utput that CF systems make publicly available.

of the same users for different sets of items, then

this partitioning is called vertically partitioneta . I\r/]:srzgafezciﬁ tesr(r::s?rgfe dispcrl(;Z?nSge(tjhelTatglsi]terlr?s
(VPD). There are some studies providing dlfferergh]' The authors utilize publicly collected

schemes to offer recommendation in both HP )
and VPD cases [19, 20, 23, 2&Wo-party binary information about the target data set and manage to

PPCF schemes are presented in [19, 20, 23]. vpfstieve this private information.
based PPCF scheme for numerically rated data is The aforementioned attacks generally focus on
studied in [19]. Kaleli and Polat [20] offer NBC- the systems with central data. The study in [18]
based scheme for both HPD and VPD. Polat arfthndles how much privacy is offered when data is
Du [23] propose a PPCF scheme for HPD. Thpartitioned horizontally between two parties. They
scholars also propose multi-party schemes [25, 26tilize possible attack techniqueacfing as an
27]. The authors in [25] utilize NBC for both HPD active userand knn-based and propose an attack
and VPD. Self-organizing maps-basedechnique called perfect match attack. Our
recommendations are proposed for HPD [26] andpproach in this paper focusses on vertically
partitioned binary ratings between two parties. We

PPCF community offers different solutions to
enhance the privacy of CF systems. Polat and
[15] offer a method, which can be applied for
numerically rated data. They propose
randomized perturbation technique, where eac
user calculates their z-scores and sends theneto
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extend the prior studies [18, 31] for a VPD-based 0, thenu and AU are similar, otherwise they are
binary PPCF scheme. This study covers andissimilar. They are not correlated if the simibari
extends the attack technique given in [31] for twoweight is O.

party PPCF schemes. Unlike [31], we have added
two-party binary PPCF NBC prediction [20] andba
try to derive target site’s matrix as a whole. |
[31], the primary intention is not to build thedat
site’s data matrix; it aims to show the applicadpili
of the attacks.

After determiningW,,, neighbors are picked
sed on two different criteribgst-Nor threshold
n thebest-Nneighbors’ selection\l users with the
highest correlations (either positive or negative)
are picked as neighborslhreshold neighbors’
selection method picks its neighbors among the
users whose correlations (either positive or
negative) surpassing a threshotg) (value. Note
that users with negative correlations wikJ are
dissimilar toAU. These users would vote opposite;
The first targeted scheme is proposed by Polgterefore, their ratings are reversed. Since the
and Du [19]. This scheme provides 4¥p scheme handles binary data, reversing can be
recommendation (TN) for an active usekl, performed by convertintikes (19 to dislikes(09)

among the item listN) she wants a prediction. anddislikes(0s) to likes (19).
The second targeted scheme is based on NBC to

provide predictions on partitioned data [20]. Thes
schemes employ privacy measures to prevent t
other party from disclosing similarity information.
From now on,A and B will denote each party.
First, we introduce the method introduced in [19
to offer private TNfor two-party PPCF.

3. Preliminaries

Upon selecting the neighbors, Polat and Du
9] find the number ofikes (I;) anddislikes(d;),

where | is the item number, among the selected

neighbors. Thend; =1; - d; is calculated. Ifd; > 0,

he item will be liked byAU. Otherwise, it will be
isliked.

There are two different cases based on hgw
items are shared between parties. The first deals
with the case, where dl,items belong to the one

This scheme selects the users who have hig the parties. The second case is designed when
positive and negative correlations withU N, items are shared between parties. These cases

claiming that accuracy might be increased if theill be hereafter called as the first caase-All
best similar and dissimilar users are selected. [1%nd the secon@ase-Split

3.1. TN recommendation

The similarity metric to determine neighbors is
modification of Tanimoto coefficient as follows: 83'1'1' Case-All
[ :w (1) N4 items, for whichAU is looking for referrals,
t(R might belong to one partgase-Alldeals with this

In Eq. (1),Wais the similarity weight between the Zﬁﬁi?:agassnf[slggnmg trathas all items oNa
user u and AU. t(Ry), t(Ry), and t(R) are the ' _ _
numbers of similarly, dissimilarly, and commonly> AU sends her corresponding ratings to both

rated items by both andAU, respectively. W, parties andN, to only B. A computes the
i is iy i I i i i- i

oy i L2 Fke I Like Lk LVl e LVl e
0y dike I Like
T ke I ke ke
(T i difee Lok : Ll b
. Lieke Liskike I s fike Like Eraxdikoe
", Like Drisdike I Like Like

AL/ Lk Like s fike I Like islike

Fig. 1. NBC-based C
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required values (partial similarity) utilizing a  correspondingldg; values it has computed
privacy protocol called private similarity finally sends TNist to AU.

calculation protocol (PSCP). 3.2. NBC-based prediction
» A sends the partial similarity values tB
through AU. B finds its own partial similarity NBC can be utilized for CF purposes [32].

values bewveef? users It h_o_Ids and. T_hen,B Kaleli and Polat [20] also employ NBQCése-
calcylatgs .the_ final S|m|Iar|t|e.$/\(au) adding @he NBO) for two-party VPD-based schemes
partial similarity values received frod to its considering privacy in their study. In this scheme,
own calculated ones. users correspond to features and items correspond
» After finding the similaritiesB selects the best to feature values. An illustration @ase-NBCis
neighbors using théhresholdand thebest-N,  given in Fig. 1.AU is looking for a prediction for
approaches. It uses randegandN, to prevent ig, which is marked with a question mark. The
A from learning themB generates a random equation whether an item belongs to a claBddgr
number ofrg 7, from a range s ag] and adds a non-partitioned centralized data, wheras like
it to 7. Likewise, B adds a random number, or dislike can be described as follows:
r'e_nn to the number of the best neighbds, to

be selected to mask how many best users are (|| £, 6.0 f)F p(dﬁ p(f |d’ @)
picked.B picksrg nnamong a rangejg, ygl. o : L

» |d; values are calculated and sorted BayTN In Eq. (2),p(cl) is the prior probability ofike
recommendation is returned AtJ. or dislike based oncl, which can be calculated
3.1.2. Case-Split from the active query is the rating of the queried

item, g, which isig in Fig. 1. Probabilities are only
_ _ _ calculated ifg is rated. Therefore, unratédralues
~ While the previous case designed whenNall (jg) are not taken into account. The conditional
items belong to a single party, this one handles thyropability will only be calculated o = dislike,
case when these items are split between parties= |ike, fs = dislike, andfs = like in Fig.1 and the
[19]. repeated multiplication fromto n thus covers 1, 3,
> AU sends a query and her ratings to both. and 6in Eq. (2).

partieS.B finds the partia| similarities between Assume thaVi is a Vector’ whereis associated
its users andU using PSCP. Partial Slml|al"l'[leS with the user and’ate(xrij) is a function that takes
are sent toAU and AU lets A know partial  an jtem valuer() as an argument and returnse

similarities. when an item is rated or false otherwise. Vector
> A computes its own partial similarities and finddefinitions given below are utilized to calculate
the similarities Yay) by adding values fro8.  conditional probabilities.
> A selects the bestl, neighbors by employing 1. Vi={rj: rated()=true, i={1,2,..., n},
randomz, and fixedN, values. SinceB needs ={1,2....m}
the neighbor informatiomA lets B know which 2. (Vo = {rj: cl & {Like, Dislike}, rj={cl},
neighbors are selected and the similarity signs. i={1,2,..., n}, j={1,2....m}

> A forms a neighborhood by employing random Based on these definitions, the following set of
N, and 7. A computeslds with this new equations display how conditional probability,
neighborhood and let® know Ids values. p(filcl), can be reached for each feature vector:
Since data is partitioned verticall@, needs to
know Ida; values, which are the other party’'s
aggregated values to come up with firld]
values. After receivindd,j values,B calculates
Id; values by addindd,; values fromA to the
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f =V_, qisthe queried iter the partial conditional probability. However,
Y notice thatp(fi=likelcl)+p(fi=dislikelcl)=1; thus,
(B)a =(AU)y 0V it is enough to calculate for onlf=like or

(N)y =(B)y n (M), fi=dislike for cl, like anddislike. BecauséA can
N = (3) discloseB’'s data matrix by observing partial
#(D)y =n((B)y) probability valuesB utilize a privacy protocol
#(N; )y =n((N),) very similar to PSCP to prevent data disclosure.
p( f |C|):M » Upon getting partial conditional probabilities
' #(D; )y from B, the master parti picks true#(N;)q and
Eq. (3) lays out the calculation @if|cl) by #(Di)d valt_J_es based on_v_a_llue(qnhnd calculates
breaking down numerator, #)a, and final conditional probabilities.

denominator#(Di)a. (Di)a is the intersect set of 3.3.  Privacy by perturbing active query

items rated byAU asclée {like, dislike} and rated

by i-th user regardless of beifige or dislike. (Ni)ci To prevent data disclosure, the authors in [19,
is the intersect set oD()¢ andi-th user’'s vector 20] propose techniques by perturbing an active
items rated same af. This set is picked to query so that results from the active query do not
quantify similarity betweenAU and users by really reflect the exact relation with the original
intersectingfi’'s in a user vector. After finding out yser vector. Both studies present a similar saiutio
these sets)() is a function determining number ofto perturb the active query. The scholars discuss
elements in a set. To illustrate(f, = like | cl - PSCP that ratings should be appended to or
like) = 2/2 andp(f, = dislike | cl=like) = 0/2 To  removed from the active query based on its density
avoid multiplication following features by O, [19]. If the active query is dense, meaning that
Laplace smoothing could be utilized [32].more than half of the items are rated, then some
Conditional probability calculation needs to betems are removed according to a random number
repeated for the remainirfgs to obtain the final drawn from [1M], whereM is the number of rated
probability. The item is assigned to the class wititems in the active query. In the case of sparse
the highest probability. active query, some items are randomly appended.

When data is partitioned vertically between |n Case-NBC [20], a similar approach is
two parties as depicted by a dashed line in Fig. #mployed by appending default votes to the active
each p(filc)) has to be calculated collaborativelyquery by a random percentage drawn from [1,
because only one of the parties knows if the ratingo0]. These two approaches have similar
of g is like or dislike Therefore, the party who foundations; however, the active queries are
does not know the rating aj has to calculate mostly very sparse and removing ratings could
partial, &N)o and#(Di)c values and let the other barely occur. On the other hand, appending a
party know them. Once partia#l})a and#(Di)a  random percentage of ratings from a larger range
are received, the party withadds these values to such as [1, 100] would be misleading due to sparse
the ones calculated by itself. In this scheme, theature of active queries.
party havingq acts as a master site. The full

o P : : These approaches have evolved to a more
application of the scheme is given in the following : o
assuming thah is the master party [20] coherent form in [25] by associating the volume of

ratings to be appended to the densdy,of an
» AU sends her query t&A and B. AU also active query. This protocol is callddding rated
computes(cl) and sends it té. items (HRI). First, the number of unrated items is

> Since B does not know the value df, it determined. Then, a random value is drawn from
computes partial probability values fbiis like  the range [19], whered might be factors od such

and dislike. For class membership assignment;;’,‘S 1/8l, 1/4d, 1/, or d. The unrated cells are
conditional probability has to be calculatedfiléd Up to a percent drawn between [4].
consideringcl is like and dislike Thus, four Therefore, AU's query is filled with 6/2 on

calculation ofp(fi=likelcl) is needed to obtain @verage. This protocol makes a connection
between density and ratings to be appended due to
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Fig. 2. Attack — acting as an active user in multiple scesar

sparse nature of CF active queries. In this study, If there exists a malicious party, it can try
HRI protocol is utilized to perturb active queriessending multiple queries to learn the other party’s
instead of individual privacy methods by eachmatrix. Consider a case where the malicious party
PPCF technique. sends multiple queries and alters only one celeac
time. In such a case, the malicious party can track
the changes in the output (similarity weights) and
decide items’ rating whose values have been
@anipulated. Assume that the malicious party
Invokes an initial query and stores the similarity
weights. Then, the malicious party manipulates a
> The master site defin€sor number of groups. single rating and sends the altered query to the
> AU's query is divided intd groups. other party to learn the new similarity weights.
] After receiving the similarity weights for the
> For each group,g, two uniformly random manjpulated query, it compares them with the ones
valuesfly and@q values are drawn. from the earlier query. If there is an increasthi
> If Oy > f, ratings are reversed fgrth group. similarity weight betweenAU and u, then the
anipulated value is kept by the user. The
alicious party can reach such a decision because
e increase in the similarity weights means a
igher correlation betweefAU andu. If there is a
decrease, then the malicious party concludesuthat
4. Attack Scenarios has the value in the first query. If there is no
change in the similarity value, this means that the

We describe three attack scenarios that can anipul_ated item is not rated by This notion can )
applied to VPD-based PPCF schemes; an applied for each user so that the whole matrix

. . : can be disclosed as depicted in Fig. 2. This attack
evaluate their performance in terms of prlvacyl.s a threat for the first and the second aspects of

Privacy has two aspects [16]: (1) preserving the . : :
actual¥ating made b?/ userg alld((Z)) zisguisingif JPrivacy because it reveals both the actual ratings

item is rated or not. We will refer to them e and if an item is rated.

first and the second aspecbf the privacy, Case-Al] CaseSplit, and Case-NBC VPD-
respectively. based PPCF schemes [19, 20] are subjected to this
attack. Remember that data is vertically partittbne
between two parties. Therefore, the collaborating
parties have to exchange the partial calculatidns o
individual users to obtain the results for both
schemes. This interaction makes it possible to

In addition to HRI protocol, the authors in [25]
propose to disguis@U’s query. They propose to
utilize RRT [17] by partitioning the query into
groups. The proposed RRT protocol works a
follows:

Since which groups are reversed or preserv
is known by the master party, it can late h
manipulate the interim results calculated by thf1
other party to make corrections.

4.1. Acting as an active user in multiple
scenarios
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perform this attack because the malicious partyser. Thus, the malicious party can use its own part
will have an access to the partial information foof the ratings as the history of the target uset an
each user. As a measure of privacy, HRI will benanipulate neighbors by insertikdake users into
applied as discussed in the previous section. Bsystem. We hypothesize that HRI is not an
HRI, active query is appended basedpwhich is effective privacy measure to prevent from this
related tod. Hence, it is expected that the succesattack because randomly removing or appending
of this attack will be affected by increasing ratings into AU's vector does not change the
values. We examine how effective HRI is againssimilarity weights betweeAU andk-1 users plus
this attack by trails. the target user.

4.2. knn-based scenarios 4.3. Perfect match attack

This attack is proposed in [18] for an HPD-

knn-baseattack is proposed by Calandrino e ased binary PPCF scheme. We apply this attack

al. [13]. This attack targets CF systems that sele , .
k nearest neighbors. It assumes that the attac VPD-based schemes in this study. Although

has a history of ratings of a target user and agigpen,, . s ﬁpplleo_l by echhtpjrty 6}5 6}[ prlv?%t;neisure,
k fake users into the CF system with an exact cor?'s SC etmhetés Sl: Jec eth e ect ma Ct acd.
of known history. When a prediction is requeste ssume thals acts as the master party and no

for one of the fake users, it is highly probablatth privacy ~measure 1S takenA calculates the
k nearest neighbors will be selected amdaiy similarities between its user aAdJ, sends them to

fake users and the target user. Sikdeusers are B If. the similarity be“’veeﬁ any user Afand AU
is either 1 or -1, such similarities are called as

identical, the predictions are expected to comg

from the target user. This attack discloses WhethQFrfeCt matche; [18]. This means that the
an item is rated or not, so the second aspect g?mmonly rated items between these two users are

privacy is under threat with this attack scenario. €ither identical or opposite, respec_:twely. Herge,
can conclude that the corresponding user who has

Since Case-All and Case-Split schemes aperfect matctwith AU either identically voted or
targeted in this paper utilize the best neighborsot voted for any of its items if the similarity 1s
approachknn-basedattack can be performed. As|f the similarity is -1, they either vote opposite
Case-NBCdoes not make use of neighborhoodhot voted for any of the items. The attack is
approach, this attack is not valid for it. Althoughdepicted in Fig. 3.
knn-basedattack needs a history of a user, the
attacker does have such a history inherently i
VPD-based schemes. Owing to the vertica
partitioning, where items are split between parties,!
the parties have already had such a history of ea

In Fig. 3, three active queries are listed. Note
hat the similarity weights between anda; and
and a; are 1. These are aflerfect matches
ce the first two active queries are sent, the
malicious party finds out thats is not rated

il il ij i»l i5 iﬂ
u, 0 - 1 1
u, 0 1 1 1 - 0

u, - 0 0 - - 1
u; - 1 0 1 - 0

Positive Perfect match with u,

. . 0- | 1-| - [1-]1-
a (0| 1| -] 11 Active user queries -

1

Positive Perfect match with u

wlo-[1-]1-]1-
a|lo| -1 |1]o0

Negative Perfect match with u

w | o- | 1= -] -

a; 1| -|ofo]|1]1

Fig. 3. Perfect match attack
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because the similarity metric is calculated based o0 Tp|e 1. Confusion matrices
commonly rated items anglis not identical ira;’s , ,

anday’s rating vectors. On the other hand, it is also a) First aspect of privacy
concluded thaty, i, i3, andi, are ratedlislike (0), Original
like (1), like (1), andlike (1), respectively or
unrated. The malicious party has no idea algut

Likes Didikes Unrated

before dispatching the third query. After capturing g Likes Vi Vi Vis
a perfect matchwith ag, ig is disclosed as rated E Didlikes 2 Vo, Vs
dislike or unrated. This attack discloses two & Unrated Vas Vo Vas

privacy breaches: (1) even a singlerfect match
reveals that the actual rated value of the tatget i .
or it is unrated and (2) unrated entries might be D) Second aspect of privacy
disclosed if multipleperfect matche®ccur as it
happens tos.

Case-All, Casesplit, and Case-NBCschemes
calculate the interim value by two-party
collaboration. One party calculates its own partial
similarities and sends them to the master party for
a final calculation. As a result, final calculations
are performed by using the incoming partial values
with the ones calculated off-line by the master
party. The master party can use these interim . . . ,
similarity values received from the other party tcgata is recovered. Each item in the derived ddta se

identify perfect matchesn all of three attacks. 'S compare_d to its original value to ”calculate
Thus, perfect matchattack is applicable for all accuracy.Since CF data sets are usually sparse,

two-party VDP schemes discussed in this study. accuracyresults are dominated by unrated entries.
Therefore, we useprecisionandrecall to evaluate

the attacks in more detail. In this stugbyecision

Original

Rated Unrated

Rated Zy Zyp

Unrated Z Zy

Classified

5. Experiments and recall was calculated by only determining
likes anddislikeswithout considering unrated item
5.1. Data sets and evaluation criteria due to their dominationPrecisionis the ratio of

correctly recovered items to total items recovered

Experiments were performed using MovieLend" terms of likes and dislikes Precision is
Million (MLM) and Netflix data sets. MLM was important for an attacker to determine how much
collected by GroupLens research group®f the derived data is indeed genuiRecallis the
(www.cs.umn.edu/research/GroupLens). Netflix i§atio of correctly recovered items to the total
a challenge data set to improve the accuracy 6figinal items. Byrecall, it can be evaluated how
prediction on a web-based movie servicdoodlikesanddislikesare derivedRecallcould be
(http://www.netflixprize.com/). Both data sets areconsidered important for a target site because it
movie-rating data sets on a 5-star scale. Netflighows the percentage of correctly derived items to
was selected to represent a rather sparse data 6t original data set. An attacker might end up a
with a density of 1.08 while MLM represents a high precision however recall could be very low
data set with a regular density (449for a CF which means that derived items for the attacker
system. MLM data set contains about a million ofonstitutes a small margin of the original data.

rating from 6,040 users for 3,952 users while Taple 1 displays two confusion matrices for the
Netflix has 480,189 users and 17,770 items. first and the second aspects of privacy. Eq. (4)
Three different evaluation metrics wereShows how three evaluation metrics are calculated
utilized in this study,accuracy precision and bPased on Table JAccuracyvalues are calculated
recall for the first and the second aspects opver all diagonal values to the all matrix
privacy. Accuracymeasures how much the originalSummation in both cases. For the first aspect of
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privacy, precision and recall values are only Tgple2. Data sets
calculated for correctly identifiekkkes anddislikes

to eliminate the unrated items’ domination in the ltem  Overall Like Dislike
accuracy Precision and recall metrics are Size  Density  Density  Density
calculated by dividing correctly classifidilesand MLM  3.952 00434  0.0253  0.0181

dislikes by summing row values and column :
values oflikes anddislikein Table 1, respectively ~ Netfix 17,770~ 0.0108 ~ 0.0064  0.0044
as given in Eq. (4).

three different parameters were controlled. The

3 2 first is how varyingo could affect the evaluation
Z_an Z; Zi metrics. The second and the third are how number
Acg = 55—, ACG = 55— of groups,G, and how varying densities of each
Z Z Vi Z Z Z; party affect the success of data recovery,
. e respectively. For the first case, HRI was utilized by
>V, yarying 0. HRI _provides privacy by app_ending
preq = =, preg = AT (4) items to the' active query. The amount of items to
33, Zy,* 2y, be inserted is determined By which is related to
=1 j=1 the density. Therefore, increasingvalues should

display an inclination toward privacy. This
hypothesis will be tested when data is equally
rec, = —-—5—, reg :ﬁ partitioned by varyings between 6, 0.12%,

Z 2V v 0.25, 0.5d, and H, where @ means no privacy
measures have been applied for the scheme. The
MLM and Netflix data sets are on a numericsecond control parameter & or number of
scale between 1 and 5; however, the concentrati@foups.G will be varied between 1, 3, 5, 7, and 10.
in this study is on binary data. Thus, ratings wer&he last control parameter will be the effects of

converted to a binary scale [32]. Netflix and MLMvarying thetarget party distribution(TPD). TPDs
ratings greater than or equal to 3 were converted Yg!l be manipulated between 0.125, 0.25, 0.5, 0.75,
1 (ike) and the rest converted to diglike). 1,000 and 0.875 whiles = 0.12% and three different
random users were picked for the experimen@itacks will be monitored against varying values of
from both data sets. Iltem size and densities diPD. Results in terms of the first and thesecond
selected data sets with 1,000 users are given &spect of privacy will be reported throughout the
Table 2. experiments if applicable.

Recall thatperfect matchattack might disclose 5.3. Experiments
that (1) an item is unrated or its possible actual
value or (2) an item is rated or not if multiple5.3.1. Varyingd values
positive and negativperfect matchesccur for it.

A coin toss is performed to determine the value for This experiment displays how three PPCF
an item for case (1) so that evaluation metrics cagthemes are affected by varying values efhen
be calculated for the first aspect of privacy. leemattacks are activated. It is expected that both
falling into case (2) are marked as unrated an@ccuracy, precision, and recall will decrease for
items falling into case (1) are marked as rated tocreasings due to altered active query by HRI.
calculate the second aspect of privacy. AU query will contain more appended ratings for
5.2.  Methodology Iarggrci values so that it will differ more from the
e original AU query. In Table 3, results are
displayed.

Experiments were repeated 100 times aRd
number of neighborsyas set to 200 fo€ase-All
and Case-Split Experiments are given in three
different sub-titles. Throughout the experiment

After ¢ is met, metrics are reported to decline
for both MLM and Netflix data sets for all attack
Stypes. Metrics have a general tendency toward

decline for larged values. It can be noted that
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appending random ratings via HRI have a negativaccuracy and recall, precision rates perform higher
effect for reconstructions. Decrease in all metriceanges compared tacting as an active useand

are the most obvious afténis met foracting as an knnbased attacks in terms of both aspects of

active user attack compared to the other twoprivacy.

attacks.Acting as an active useattack guarantees

a full recovery if no privacy measures are taker{]al
Therefore, decline for largé is more noticeable
for this attack. For MLM data set, precision an

recall values remain almost stable umtdld for the cases. However, we believe the decline trend

both_aspects of privacy; however, decline in thesﬂﬁould be more apparent if largérwere chosen.
metrics are more observable whénld. On the The reason why values are varied up @=1d is

other hand, accuracy reports more observab{ set up an experiment environment close to a

gecllnest aftterézdo.al:!. Net::ltlx, th? sparse data Set’PPCF realities. In terms of PPCF, both privacy and
. etmgns rg.esh ecline a ”er prtlv_acy frr;leasures %?ediciton accuracy are considered. Setting privacy
Introduced, - NOWEVer, - all MEercs 10llow MOore o qres  to great extents inevitably affects

sttztart_)tl)e ttretrr:q f:)r alb \r/a_ltuesfllr:I t?f'l.s edxpterlmtentélzv € recommendation accuracy. Therefore, it is aimed
attribute this o sparsity of Netllix data Set. € to set up an experiment to mimic a reasonable

that knnbased attack is built upon exploiting -

neighborhood by trying to injeét1 users into the PPCF enV|r-onment.

neighbors and this attack is applicable@ase-All  5.3.2. Varying number of groups
andCase-Split

Although HRI protocol appends some ratings RRT protocol is proposed to disguige)'s
to the active query, such an effort does not affe€uery by dividing into differenG. As G increases,
the neighborhood df-1 fake users with the targetone can claim thatAU's query become more
user. Similarity scores betweeklU and k-1 fake private due to increased grouping. In this
users before and after HRI stay same becaus¥periment, it is tested how increasi@gvalues
Case-AllandCase-Splitschemes do only considerhave an effect on reconstruction. Therefo@,
commonly rated items. However, appendingalues are varied between 1, 3, 5, 7, and 10.
ratings each time will alter similarity SCOre  Remember that HRI protocol appends ratings
betweenAU f_;md ot_her users. TN recommendationgyio AU's query up tod which is associated to
therefore might differ and success kiinbased  gensityd. An AU's query is filled with an average
attack depends on TN recommendations. After ¢ 5/2 fake ratings, which contribute to privacy and
met, knn-basedattack records declines in terms of,5rm  reconstruction. However, we hypothesize

evaluation metrics for both data sets and alht increasings values under a constastwill
evaluation metrics.knnrbased attack performs hejh reconstruction results. Notice that interim
similar outcomes for increasing density rategayes will be calculated for each groggpecause
including 0=1d unlike acting as an active USer the master party knows which group is reversed or
at’gack for precision, recall, and accuracy for bo“ﬁreserved. Whe is increased, the possibility of
privacy aspects and for both data sets. each group to be appended by random ratings by
Perfect matchattack for three PPCF schemeddRI decreases. Assume th@=m, wherem is
in this study demonstrates decline aftéris number of items, interim calculations are made for
introduced similar to previous attackSase-All €ach group and none of rated groups/items are
Case-Split and Case-NBC achieve very high manipulated by HRI ifG is m. Only unrated
accuracy rates above 0.9 in dlvalues compared groups are appended by HRI. Since the master
to the previous attacks. Additionally, accuracyoarty knows trueAU's query and which items are
could be considered acting steadily for larger indeed rated or not, it can easily capture true
values for both data sets. In terms of red@lse- interim results. Table 4 displays the experimental
NBC follows a constant and higher trend than th&esults, wheres = 0.25 and TPD = 0.5G is
other two schemes for both data sets. Besidecreased up to 10 due to runtime costs.

In general, our intuition about increasing
ues will cause reconstruction to deteriorate is
ot accomplished as much as expected for the
ange betweerd=0.125 and 6=0.5d for most of
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Table 4 clearly demonstrates tlating as an Netflix data sets considering evaluation metrics of
active userattack, which manipulates an item at d@he first and the second aspect of privacy.

time, performs as expected. For all three metrics knnbased attack. which seems so far more

?hnd PPCF ﬁlg(;r;thmtsﬁ the be_st perl;ormbln?hcgstes'Jgsi"ent to privacy measures, performs a general
€ oneé, wherés IS theé maximum for bo ala trend toward declining for larger TPD values for

sets. Besides, all metrics for the first and th%:ase-Allalgorithm for both data sets. For MLM

second aspect of privacy demonstrate an increasiagta setCase-Splitperforms the best for precision
pattern for ML and Netflix data sets for lardar and accuracy at TPD=0.250. Recall results with

knnbasedattack performs quite similar with Case-Split in MLM data set is the best at
slight margins for varyings values for MLM and TPD=0.500. On the other hand, b&@hse-Alland
Netflix data sets. Note that evaluation metrics ar€ase-Splitrecord decline for Netflix data set for
only calculated for the second aspect of privackarger TPD values.
because this attack can reveal if an item is rated Perfect matchattack with MLM data set

EOtC'lnfteadtOf d'idosljn%t'tslz/al.u?d V\{)hettn Comtparteﬁlemonstrates the best reconstruction rates when
y data setsgnnrbasedattack yields better outpu TPD = 0.125. HoweverCase-NBCis the only

for MLM than Netflix, which is a sparse data set. exception with precision and accuracy rates in

Perfect matchattack has almost an increasingerms of the first and the second aspect of privacy
trend forCase-AllandCase-Splitfor all metrics in The sparse data set Netflix does not show any
MLM data set. The best performirfg value only reliable pattern common to all metrics. Whibs;
alternate between 7 and 10. For the sparse data aet rec, perform the best when TPD = 0.125.
Netflix, the trend fluctuates. Our assumption folAccuracy and precision metrics display better
Case-AllandCase-Splitis not obvious, this might results toward larger TPD&ase-Splitand Case-
be due to large number of items that Netflix hasAll display similar trends with each other in terms
Since perfect match attack capturesperfect of accuracy, recall, and precision. While recalil an
matcles for each group,G=10 could be precision decrease for larger TPDs in terms of the
insufficient. On the other handCase-NBC first and the second aspect of privacy, accuracy
demonstrates a clear declining trend for larGer follows a steadier trend for MLM. F&ase-NBC
values up to 10 contrary to our hypothesis in termaccuracy has a slightly increasing trend in terfns o
of precision and accuracy. Recorded recall valughe first and the second aspect of privacy for
for Case-NBCcould be considered in an increasingMLM. Contrary to MLM data setperfect match
trend by small margins. attack for all PPCF algorithms shows an increasing
5.3.3. Varying TPD behavior toward_ TPD=0.750 fo_r precision an_d

accuracy while it performs a slight decrease in
terms of recall for both aspects of privacy.

In the previous experiments, it is assumed that
data is equally partitioned between parties.
However, this case might occur rarely. In thid :
experiment, TPD values are varied to observe ho the cases, recall and accuracy metrics are

different densities affect the evaluation metricsP ©M'SING. By this experiment, it could be stated

TPD values are varied between 0.125, 0.25, ngat onver TPDs would be more proneaitting as
0.75, and 0.875 for each PPCF algorithinis set ah active usemandknn-basedattack for both data

_ ; sets. However,perfect match attack performs
0.25 andG=5. Table 5 displays the results. ’ :
' . play ' better for representative MLM data set for lower
Acting as an active useattack displays the TPD values while the trend reverses for larger

best results when TPD = 0.125 for all evaluatiorPD for the representative sparse data set Netflix.
metrics and data sets. For larger TPD values,
decline in precision, recall, and accuracy valses
observed.Case-NBCseems to be more prone to
acting as an active usattack compared tGase- Throughout the experiments, most of the trials
All and Case-Splitalgorithms for both MLM and report higher recall and accuracy rates compared to

Reconstruction metrics display relatively better
esults for smaller TPD values in general. In most

I66.l Discussion
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precision. Note that precision relies on the rafio o  Perfect matchattack produces much better
relevant items retrieved to all retrieved itemsprecision and accuracy results than the previous
which is marked adike or dislike by attack two attacks although recall is lower. A malicious
scenario. Precision is calculated for ofikes and party intending to disclose the other party’s data
dislike MLM data set’s density is about 0.04 whilecould prefer this attack if precision is more
Netflix density is about 0.01. The reason behindnportant than recall. Precision could be preferred
low precision rates is due to high density oto recall if the attacker wants to be sure the highe
unrated items. The overwhelming majority of theatio of retrieved relevant items to the all retad
unrated items and marking them |l&® or dislike items (precision) instead of the ratio of retrieved
dominates this metric because of the modifiedelevant items to the all relevant items (recdlhe
calculation of precision agrec, andpreg for the authors in [12] discuss that precision is more
first and the second aspect of privacy given in Eqmportant for an attacker. The other control
4. Recall results for most of the cases arparameters ar& and TPD.Similar to varyingo
comparably higher than precision. Recall rates relyarameterperfect matchattack makes a difference
on the ratio of relevant retrieved items to the alind beats the other attacks especially in terms of
relevant items, which are the items originallyprecision. Therefore, for all attack types and
marked adikes or dislike The reason why recall parameters, if the attacker puts precision into
might outperform precision could be due to theriority, then perfect matchattack should be
fact that retrieved relevant items are compared tmwnsidered. Compared t&nn-based attack to
the originally rated items dike anddislike Note acting as an active useattack in terms of the
that for precision, relevant retrieved items aresecond aspect of privacy, one can pr&ferbased
compared to the all retrieved items, which arattack for a more stable attack in most of the case
under the dominance of incorrectly marked unrated

items. If recall result is higher than precisidmer xperiments, a malicious party could also devise a

it can be understood that incorrectly retrieve . o
: . o e andom attack. Since there are three possibilities
unrated items akike or dislike which is related to @ P

Beside the attacks discussed in the

- . unrated like, or dislike) that an item could have,
precision calculation, outnumber the number of a ach item could be assigned randomly. A possible
releva_nt items aslike or dislike W.h'Ch 'S and intuitional option could mark each item among
associated to recall. Accuracy deals with correctl ree possibilities with prior knowledge of
_retrleved items to_the total items. Therefo_re_, Ihalicious party's density. Based on this idea, a
includes unrated items. Contrary to precision,

. ndomattack is implemented to compare how the
better accuracy results rely on correctly retrlevegf

ted it Cin th lculati ‘ ttacks in this paper perform againstramdom
umnersiss items count in the caiculation o accurackfredictor, which utilizes density rates of malicious

parties. Therandom predictor works as follows:

It can be also discussed which attack typé€irst, the attacking party finds out its overall
would be preferred based on different controtlensities oflikes dislikes and unrated items.
parameters in this study. The first controlSecond, the attacking party constructs a range for
parameter is to vary values to see how appendingeach density.Then, for each item, this attack
more random items int®AU's query effect the generates a uniform random number in the interval
evaluation criteria. Althouglacting as an active (0, 1). Finally, item is assigned &ke, dislike, or
user attack guarantees full data recovery whennrated based on random number. Random
there are no privacy measures, its effectivenestiscovery creates a matrix from scratch. Table 6
especially in terms of precision and accuracgisplays a random discovery option to estimate an
degrades. On the other harkhnbased attack original target data matrix. Precision results in
demonstrates a decline aft&is met; however, it terms of both aspects of privacy is lower than
displays more stable outputs for growifigalues. recorded values for MLM and Netflix in attacks
Notice thatknn-basedattack can only disclose if given in this paper. Similar to precision, very low
an item is rated or not. recall values are recorded compared to previous
attacks.
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Table 3. Attacks with varying values

MLM Netflix

o=| 0o 0125d 025d 05d 1d 0 0125d 025d 05d 1d

prec;-Case-All | 1.000 0.069 0.069 0.069 0.0471.000 0.019 0.019 0.019 0.019
prec;-Case-Split | 1.000 0.069 0.068 0.067 0.0961.000 0.019 0.019 0.019 0.019
prec;-CaseeNBC | 1.000 0.155 0.157 0.151 0.1341.000 0.045 0.045 0.045 0.045
rec;-Case-All 1.000 0.836 0.836 0.834 0.7961.000 0.790 0.790 0.789 0.790
rec-Case-Split | 1.000 0.835 0.835 0.830 0.7931.000 0.788 0.789 0.788 0.790
reci-CaseNBC | 1.000 0.886 0.887 0.880 0.8411.000 0.851 0.852 0.852 0.851
Acc;-Case-All 1.000 0.507 0.506 0.504 0.4341.000 0.488 0.489 0.487 0.486
Acc;-Case-Split | 1.000 0.509 0.506 0.494 0.41§71.000 0.484 0.489 0.484 0.486

Acting as Acc-CaseNBC | 1.000 0.789 0.794 0.785 0.7371.000 0.773 0.774 0.773 0.775
on aacttt'\alskuser prec-Case-All | 1.000 0.076 0.076 0.076 0.0861.000 0.022 0.022 0.022 0.022
prec,-Case-Split | 1.000 0.076 0.075 0.074 0.0461.000 0.022 0.022 0.022 0.022
prec,-CaseNBC | 1.000 0.175 0.177 0.172 0.1441.000 0.052 0.052 0.052 0.053
rec,-Case-All 1000 0.919 0.919 0.919 0.9171.000 0.916 0.916 0.916 0.916
rec,Case-Split | 12000 0920 0919 0919 0911000 0916 0.916 0916 0.916
rec-CaseNBC | 1.000 1.000 1.000 1.000 1.000| 1.000 1.000 1.000 1.000 1.000
Acc,-Case-All 1.000 0.511 0.509 0.508 0.4291.000 0.489 0.491 0.489 0.488
Acc,-Case-Split | 1.000 0.512 0.510 0.498 0.441.000 0.485 0.491 0.486 0.674
Acc,CaseNBC | 1.000 0.794 0.798 0.790 0.7431.000 0.775 0.776 0.774 0.776
prec,-Case-All ] 0205 0.150 0.153 0.153 0.180.173 0.079 0.079 0.079 0.079
prec-Case-Split | 0.248 0.180 0.181 0.182 0.1860.127 0.087 0.089 0.091 0.090

knn-based rec,-Case-All 0975 0.834 0.838 0.840 0.8430.962 0.791 0.794 0.798 0.809
attack rec-Case-Split ] 0.998 0.763 0.767 0.781 0.7§20.998 0.709 0.716 0.731 0.736
Acc,-Case-All 0.834 0.788 0.795 0.793 0.7800.942 0.883 0.884 0.883 0.880
Acc,-Case-Split | 0.868 0.839 0.841 0.838 0.8400.914 0.904 0.905 0.906 0.904
prec;-Case-All | 0518 0.427 0.426 0.422 0.3§00.211 0.157 0.158 0.156 0.156
prec;-Case-Split | 0519 0.427 0.427 0.424 0.3980.208 0.157 0.157 0.156 0.158
prec;-Case-NBC | 0677 0.669 0.672 0.668 0.6700.098 0.120 0.120 0.120 0.120
rec;-Case-All 0379 0.344 0.343 0.343 0.3370.458 0.367 0.367 0.366 0.365
rec;-Case-Split ]| 0.379 0.344 0.344 0.343 0.3370.457 0.368 0.367 0.367 0.367
rec;-CaseNBC | 0497 0.496 0.497 0497 0497|0499 0.498 0.498 0.498 0.498
Acc;-Case-All 0958 0.952 0.951 0.951 0.9480.972 0.967 0.968 0.967 0.968
Acc-Case-Split | 0958 0.951 0.951 0.951 0.9480.971 0.968 0.968 0.968 0.968

Perfect match Acci-CaseNBC | 0.968 0.967 0.968 0.967 0.968]0.937 0948 0.948 0.948 0.948
attack prec,-Case-All | 0519 0.427 0.426 0.422 0.3900.211 0.158 0.158 0.156 0.157
prec,-Case-Split | 0519 0.427 0.427 0.425 0.380.208 0.157 0.157 0.156 0.158
prec,-CaseNBC | 0677 0.669 0.671 0.667 0.6700.098 0.119 0.120 0.1190.121
rec,-Case-All 0759 0.687 0.687 0.685 0.6940.916 0.735 0.735 0.733 0.732
rec-Case-Split ] 0.759 0.687 0.689 0.687 0.6340.914 0.734 0.733 0.733 0.735
rec-CaseNBC ] 0993 0.993 0993 0993 0993|0998 0.996 0.996 0.996 0.995
Acc,-Case-All 0959 0.947 0.946 0.945 0.9400.956 0.948 0.948 0.947 0.948
Acc,-Case-Split | 0.959 0.946 0.946 0.945 0.9400.955 0.947 0.948 0.948 0.948
AccrCaseNBC | 0979 0.978 0.978 0.978 0.9780.886 0.909 0.909 0.909 0.909
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Table 4. Attacks with varying number of groups,

MLM Netflix
G= 1 3 5 7 10 1 3 5 7 10
prec;-Case-All 0.069 0.098 0.124 0.1490.175] 0.019 0.026 0.033 0.0400.047

prec;-Case-Split | 0.068 0.094 0.122 0.1460.171] 0.019 0.026 0.033 0.0390.047
prec;-Case-NBC | 0.157 0.220 0.281 0.3350.390 ] 0.045 0.064 0.084 0.1030.124
rec;-Case-All 0.836 0.894 0.926 0.9460.960 ] 0.790 0.848 0.885 0.9100.928
rec;-Case-Split 0.835 0.890 0.925 0.9440.959] 0.789 0.848 0.883 0.9080.929
rec;-Case-NBC 0.887 0.922 0.941 0.9540.963] 0.852 0.890 0.915 0.9300.943
Acc;-Case-All 0.506 0.634 0.713 0.7630.801] 0.489 0.604 0.675 0.7240.763
Acc;-Case-Split | 0.506 0.628 0.709 0.7610.797 | 0.489 0.603 0.675 0.7220.765

Actingas  Acc-CaseNBC | 0.794 0.858 0.896 0.9170.934|0.774 0.838 0.876 0.8990.917
an active user
attack precCaseAll | 0.076 0.102 0.127 0.1510.176 | 0.022 0.028 0.035 0.0410.048

prec,-Case-Split | 0.075 0.099 0.125 0.1490.173] 0.022 0.028 0.035 0.0410.048
prec,-Case-NBC | 0.177 0.239 0.299 0.3510.405] 0.052 0.072 0.092 0.1110.132
rec,-Case-All 0.919 0.936 0.949 0.9590.968 ] 0.916 0.923 0.932 0.9410.949
rec,-Case-Split 0.919 0.934 0.949 0.9590.968 ] 0.916 0.923 0.931 0.9410.950
rec,-Case-NBC 1.000 1.000 1.000 1.000 1.000| 1.000 1.000 1.000 1.000 1.000
Acc,-Case-All 0.509 0.636 0.714 0.7630.801]0.491 0.605 0.676 0.7250.764
Acc,-Case-Split | 0.510 0.630 0.710 0.7610.797 | 0.491 0.604 0.675 0.7230.765
Acc-Case-NBC ] 0.798 0.861 0.898 0.9190.935] 0.776 0.839 0.877 0.9000.918

prec,-Case-All 0.153 0.152 0.153 0.153 0.153] 0.079 0.075 0.075 0.075 0.075
prec,-Case-Split | 0.181 0.185 0.181 0.183 0.183% 0.089 0.088 0.087 0.087 0.087

knn-based rec,-Case-All 0.838 0.833 0.838 0.8390.842]0.794 0.797 0.796 0.8010.804
attack rec,-Case-Split 0.767 0.773 0.765 0.7720.776 | 0.716 0.721 0.715 0.719 0.715
Acc,-Case-All 0795 0.791 0.792 0.794 0.790.884 0.875 0.874 0.875 0.874

Acc-Case-Split | 0.841 0.841 0.840 0.839 0.8390.905 0.904 0.903 0.903 0.902

preci-CaseAll | 0.426 0721 0.897 0.9630.974 | 0.158 0.185 0.164 0.136 0.111
prec-Case-Split | 0.427 0721 0.897 0.9610.974 | 0.157 0.184 0.161 0.134 0.110
prec-CaseNBC | 0672 0.486 0.337 0.261 0.21p0.120 0.083 0.066 0.056 0.049
rec;-Case-All 0.343 0.443 0.485 0.4980.500 | 0.367 0.456 0.492 0.4990.500
rec-CaseSplit | 0.344 0.444 0.485 0.4970500 | 0.367 0.455 0.492 0500 0.500
rec;-CaseNBC | 0.497 0.499 0501 0501 0501 | 0.498 0.500 0501 0.500 0.500
Acc-CaseAll | 0951 0968 0975 0.9770978 | 0968 0968 0.962 0.954 0.944
Acc-Case-Split | 0.951 0.968 0.975 0.9770.978 | 0.968 0968 0.962 0.954 0.944
Perfect match  Acc-CaseNBC | 0968 0.955 0.935 0.916 0.8960.948 0.925 0.905 0.888 0.873

attack prec,-Case-All 0.426 0.721 0.898 0.9630.974 | 0.158 0.185 0.164 0.136 0.111
prec,-Case-Split | 0.427 0.721 0.896 0.9610.974 | 0.157 0184 0.161 0.134 0.110
prec-Case-NBC | 0671 0.486 0.336 0.261 0.21p0.120 0.083 0.066 0.056 0.049
rec,-Case-All 0.687 0.886 0.970 0.9951.000 | 0.735 0.912 0.984 0.9991.000
rec,-Case-Split | 0.689 0.887 0.969 0.9951.000 | 0.733 0.910 0.984 0.9991.000
rec-CaseNBC | 0.993 0.999 1.000 1.000 1.000 | 0.996 1.000 1.000 1.000 1.000
Acc,-Case-All 0.946 0.980 0.994 0.9980.999 | 0.948 0949 0.938 0.921 0.901
Acc,-Case-Split | 0.946 0.980 0.994 0.9980.999 | 0.948 0.949 0.936 0.920 0.900

Acc-Case-NBC ] 0.978 0.954 0.914 0.876 0.830.909 0.863 0.823 0.788 0.758_5
>
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Tableb5. Attacks with varying TPDs

MLM Netflix
TPD=| 0125 0250 0500 0.750 0.875]0.125 0250 0500 0.750 0.875
preci-CaseAll | 0187 0.140 0.124 0.116 0.1160.043 0.036 0.033 0.031 0.032
prec-Case-Split | 0150 0.130 0.122 0.115 0.11f0.041 0.035 0.033 0.031 0.032
prec-CaseNBC | 0347 0.291 0.281 0.268 0.2650.108 0.089 0.084 0.079 0.079
rec;-Case-All 0963 0.938 0925 0917 09180918 0.894 0.883 0.877 0.878
rec-Case-Split | 0946 0929 0.923 0.918 0.91p0914 0.892 0.884 0.877 0.878
rec-CaseNBC | 0956 0.945 0.941 0.938 0.9370934 0.921 0.915 0.910 0.910
Acci-CaseAll | 0803 0.743 0.712 0.692 0.6980.742 0.697 0.673 0.661 0.665
Acc-Case-Split | 0.763 0.727 0.709 0.692 0.6950.733 0.694 0.675 0.663 0.664
Actingasan  Acc-CaseNBC | 0921 0.902 0.896 0.888 0.8870.903 0.883 0.876 0.869 0.869
acgt\{zgfer precCaseAll | 0188 0.142 0.127 0.119 0.11p0.044 0.038 0.035 0.033 0.034
precCase-Split | 0152 0.133 0.125 0.119 0.12p0.042 0.037 0.035 0.033 0.033
prec,CaseNBC | 0362 0.308 0.299 0.286 0.2840.115 0.097 0.092 0.087 0.087
rec,-Case-All 0970 0.956 0.949 0.944 0.9450.944 0.937 0.931 0.929 0.930
recCaseSplit | 0960 0.952 0.948 0.945 0.9460942 0.936 0931 0.929 0.930
rec-CaseNBC | 1.000 1.000 1.000 1.000 1.000 | 1.000 1.000 1.000 1.000 1.000
AccCaseAll | 0804 0744 0713 0.693 0.6940.742 0.698 0.673 0.661 0.665
Acc-Case-Split | 0764 0.728 0.710 0.693 0.690.734 0.695 0.675 0.663 0.664
Acc,CaseNBC | 0923 0.904 0.898 0.891 0.89p0.904 0.884 0.877 0.870 0.870
precCaseAll | 0178 0.170 0.153 0.113 0.0880.098 0.091 0.075 0.056 0.040
precCase-Split | 0.165 0200 0.181 0.118 0.08§40.121 0.111 0.087 0.055 0.040
knn-based rec,-Case-All 0.884 0.863 0.838 0.828 0.83p0.853 0.829 0.796 0.800 0.800
attack rec-Case-Split | 0.535 0.707 0.765 0.742 0.754 0764 0.740 0.715 0.719 0.731
AccCaseAll | 0815 0811 0792 0.708 0.5960.901 0.896 0.874 0.828 0.756
Acc-Case-Split | 0.858 0.863 0.840 0.747 0.62§ 0.927 0923 0.903 0.837 0.774
preci-CaseAll | 0975 0.887 0.897 0.892 0.8860.129 0.144 0.1640.178 0.173
prec-Case-Split | 0973 0.886 0.897 0.893 0.8840.120 0.142 0.1610.177 0.168
prec-CaseNBC | 0.267 0.279 0.337 0.375 0.358| 0.054 0.060 0.066 0.069 0.068
rec;-Case-All 0499 0.484 0.485 0.484 0.4880500 0.491 0.492 0.492 0.491
rec-CaseSplit | 0499 0.484 0.485 0.484 0.4880499 0491 0.492 0.492 0.490
reci-CaseNBC | 0502 0500 0.501 0.500 0.50p0501 0.500 0501 0.500 0.500
Acci-CaseAll | 0978 0.975 0.975 0.975 0.9760.951 0.957 0.962 0.965 0.964
Acc-Case-Split | 0.978 0.975 0.975 0.975 0.9760.949 0.956 0.962 0.965 0.963
Perfect match ~ Acc-CaseNBC | 0.917 0.923 0.9350.942 0.939] 0.884 0.897 0.9050.909 0.909
Attack precCaseAll | 0975 0.887 0.898 0.892 0.8860.129 0.144 0.164 0178 0.173
precCase-Split | 0973 0.886 0.896 0.893 0.8840.120 0.142 0.1610.178 0.168
prec,CaseNBC | 0.266 0.279 0.336 0.375 0.358| 0.054 0.061 0.066 0.068 0.068
rec,-Case-All 0999 0.968 0.970 0.967 0.9661.000 0.983 0.984 0.983 0.981
rec-Case-Split | 0998 0.968 0.969 0.968 0.9651.000 0.983 0.984 0.983 0.981
rec-CaseNBC | 1.000 1.000 1.000 1.000 1.000 | 1.000 1.000 1.000 1.000 1.000
AccCaseAll | 0999 0993 0.994 0.994 0.9980.915 0.926 0.9380.943 0.941
Acc,Case-Split | 0999 0.993 0.994 0.994 0.9980.911 0.925 0.936 0943 0.939
Acc,CaseNBC | 0.877 0.889 0.914 0927 0.922]| 0.780 0.807 0.8230.830 0.830
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Table 6. Random discovery results general, regardless of control parameters, the most
prominent point foperfect matchattack is that it
ML Netflix yields much better precision results compared to

prec, 0018 0.005 the other two atta_lcks for most of the cases. A_s
stated before, this attack could be chosen if

recy 0.019 0.006 precision is considered. As a final remark, a

Random Accy 0.916 0.975 random discovery has been performed and the
attacks in this paper beat such a prior-knowledge

Discovery rec 0.042 0.012 ) . . .
precz discovery of a data holder's matrix especially in
rec, 0.045 0.013 terms of precision and recall.

AcC, 0.917 0.975

As a future goal, we plan to investigate multi-
party horizontally and vertically distributed data-
On the other hand, accuracy results seem to based privacy-preserving collaborative filtering
higher than 0.90 for both aspects of privacy andchemes in terms of privacy by analyzing current
data sets. The reason for such a case is thatacks and devising possible attack techniques.
domination of unrated items and their dominatio
is taken into account in accuracy calculations.
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