
Hittite Journal of Science and Engineering, 2022, 9 (2) 111-116 

ISSN NUMBER: 2148-4171

DOI: 10.17350/HJSE19030000261

Hepatitis C is liver inflammation caused by the HCV. 
Globally, an estimated 58 million people are infected 
with chronic hepatitis virus, and approximately 1.5 
million new infections occur each year.  World Health 
Organization (WHO) estimated that approximately 290 
000 people died from hepatitis C in 2019, mostly cirr-
hosis and hepatocellular carcinoma. Antiviral drugs can 
cure more than 95% of people with hepatitis C infection, 
but access to treatment and diagnosis is low [1]. Early di-
agnosis is very important for hepatitis C risk groups as it 
will slow down the progression of the disease. Therefore, 
researchers are looking for ways to recognize the dise-
ase early and thus stop the progression of the disease.

Machine learning (ML) plays a very important role 
in medical applications. ML has recently been used for 
disease prediagnosis due to its ease of application and 
high accuracy [2-4]. It has also been used in the literatu-
re to assist in the diagnosis of hepatitis C. Ayeldeen et al. 
(2015) found 93.7% accuracy by applying a decision tree-
based classifier as well as feature selection to investigate 
hepatitis C data [5]. Orczyk and Porwik (2016) studied 
various classification methods and obtained approxi-
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mately 70% accuracy with three classifiers [6]. Bahargav 
et al. (2018) developed a logistic regression model to 
analyze 155 samples for diagnosing hepatitis C. [7]. They 
achieved 87.17% classification accuracy. Ahammed et 
al.’s study (2020), a ML based model has been proposed 
that can classify HCV infected patient’s stages of liver 
[8]. They applied variable selection methods to identify 
significant features of HCV. They compared different 
methods and decided k-nearest neighbors (KNN) as the 
best performing ML method for the problem. KNN 
showed the best 94.40% accuracy than the others. 
Syafa’ah et al.'s study (2021) aimed to evaluate the accu-
racy using the algorithm classification method to detect 
the disease hepatitis C virus [9].  The data parameters 
used in this study included bilirubin (BIL), albumin 

(ALB), γ -glutamyl-transferase (GGT), aspartate ami-

no-transferase (AST), choline esterase (CHE), alanine 
amino-transferase (ALT), creatinine (CREA), protein 
(PROT), Alkaline phosphatase (ALP) and cholesterol 
(CHOL). They achieved 95.12% classification accuracy 
with neural network (NN). In their study using the Egy-
ptian patient dataset, Nandipati et al. (2020) compared 
the performances between dual and multi-class labels of 
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Hepatitis C is a liver disease caused by infection with the hepatitis C virus (HCV), which 
is transmitted through the blood.  The disease can lead to diseases ranging from a 

mild form to serious lifelong illness. Studies to detect the disease early and reduce its effect 
are continuing. This study proposes an effective support vector machine model supported 
by principal component analysis for detecting hepatitis c disease. The dataset consisted of 
twelve independent variables, each containing 582 samples, and these variables were used as 
inputs to the two classifiers, support vector machine (SVM) and artificial neural network 
(ANN). The accuracy, sensitivity, specificity, Matthews correlation coefficient (MCC) and 
KAPPA were calculated using two classification models. In addition, performance compari-
sons of classifiers were made for the two cases with and without principal component analysis 
(PCA) applied to the inputs. The highest accuracy (98.7%), sensitivity (99.1%), specificity 
(95.2%), MCC (92.3%) and Kappa (92.3%) in the binary class label were obtained with the 
SVM with PCA. In the four-class label, the highest accuracy was achieved with the same 
model with 95.7%. The results show that an SVM classifier model, in which PCA-reduced 
independent variables are applied to its inputs, may be a candidate for an accurate prediction 
model to predict hepatitis C disease.
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ve model that can significantly support clinical decisions 
and provide a role for intelligent systems. The workflow, 
including the classification methods used in this study, is 
shown in Fig. 1.

Feature Extraction Method Using PCA
PCA is one the most effective and widely used in multiva-
riate techniques [22]. PCA is used in place of the original 
variables in machine learning and statistical models. It is 
generally adopted as a feature extraction method to redu-
ce the dimensionality of data [23]. It reduces independent 
variables. The newly reduced variables are simply linear 
combinations of the original variables. The first principal 
component discriminates maximally between the variab-
les in the sample, that is, it has a large sample variance 
[24].

In this method, most of the original data is contained in 
the first component, while the remaining data is annotated 
by subsequent components in descending order. Therefore, 

the same dataset [10]. They tried to find out which selected 
features play a key role in predicting hepatitis C virus. SVM, 
random forest (RF), Gaussian naive Bayes (GNB), neural 
network (NN), Bagging, Boosting, and KNN were the evalu-
ated classifiers in the study. The highest accuracy is shown 
by random forest (54.56%) and KNN (51.06%) in binary and 
multi class label respectively. In addition, 12 features selec-
ted by principal component analysis showed similar perfor-
mances to complete the dataset.

The principal component analysis is a non-parametric 
method for extracting relevant information from complex 
and large data sets [11]. This method is widely used for fe-
ature extraction, dimension reduction, data visualization, 
and lossy data compression [12-14]. Adjusting the input 
properties can result in better revealing predictor-response 
relationships [15]. PCA attempts to extract important data 
from a set of interrelated variables and describe them in a 
new field as a set of orthogonal variables called principal 
components (PCs) [16] where the number of components 
is less than or equal to the number of original features [13]. 
PCs can be used as inputs to learning models instead of ori-
ginal variables [17].

Although SVM has proven to be a good classifier, its 
applications may not reach the expected level due to the 
complexity of time and space. The linear dependence bet-
ween its different variables affects the generalization of the 
SVM method. PCA can effectively deal with the linear de-
pendence between variables [18]. PCA is used to select the 
relevant variables by reducing the data size, and to decrease 
the complexity of the SVM classifier [19]. To improve the 
classification performance of SVM, I propose to use PCA 
and SVM models together. The proposed PCA-SVM app-
roach offers two distinct advantages.  The first advantage is 
that as the size of the model inputs decreases, the computa-
tional complexity decreases and the model run speed inc-
reases.  Second, the model can avoid some defects of neural 
networks such as local minima and overfitting [20].

The present study compared classifier models with or 
without PCA to perform diagnosis prediction. PCA was 
applied to investigate the effect of input sizes on the perfor-
mance of the classifier models.

In this paper, a principal component analysis assisted 
effective support vector machine model was proposed for 
hepatitis c detection. Feature dimensions were reduced 
using PCA. Then, binary and multi classifications were per-
formed by ANN and SVM. Classifier results were compared 
using performance metrics.

MATERIALS AND METHODS
The data mining classification method, which is widely 
used in many engineering fields, is a data-based predicti-

Figure 1. Workflow of the proposed work

Dataset
The dataset used in the study was obtained using the 
publicly available UCI machine learning repository [21]. 
The multivariate data type consists of 582 samples with 
13 attributes, 12 of which are input and 1 is output att-
ribute. Multiclass dataset samples consist of 4 different 
labels (frequencies), C0 (healthy, 526), C1 (Hepatitis, 20), 
C2 (Fibrosis, 12) and C3 (Cirrhosis, 24). The description 
of the features is shown in Table 1.

Table 1. The description of the features

No Features No Features

1 Age (in years) 7 Bilirubin (BIL)

2 Sex (f, m) 8 Choline esterase (CHE)

3 Albumin (ALB) 9 Cholesterol (CHOL)

4 Alkaline phosphatase (ALP) 10 Creatinine (CREA)

5 Alanine amino-transferase (ALT) 11 Gamma-glutamyl 
transferase (GGT)

6 Aspartate amino-transferase 
(AST) 12 Protein (PROT)

13 Dependent variable;  Donor (C0), Hepatitis  (C1), Fibrosis (C2), 
Cirrhosis (C3)     
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in terms of amount of variance, the first PC variants repre-
sent the best, and the amount of information on other PCs 
decreases [17].

Classification Methods
The classification method is one of the main methods of 
data mining and is based on a learning algorithm. The 
two classification methods used in the study are based on 
machine learning. In particular, two types of techniqu-
es have been considered:  artificial neural network (NN) 
and support vector machines (SVM). The first conside-
red classifier is based on a classical NN. This was achie-
ved using the Matlab “fitcnet” command on the training 
dataset and all parameters were left as default [25-26]. 
The SVM technique used have gaussian kernel functions 
and the classifier was trained in Matlab using the com-
mand “fitcecoc” on the training dataset.  For experiments 
on dataset, the original dataset is randomly divided into 
a training set and a test set. The dataset was divided into 
60% training data and 40% test data to evaluate the per-
formance of the classifiers while testing each model. Test 
data selection was done randomly, regardless of whether 
the dependent variable was patient or not. In future work, 
I plan to test the proposed model further in other disea-
ses such as blood cancer.

Performance Metrics
In this study, the performance of the classifiers is mea-
sured using the confusion matrix. The confusion matrix 
evaluates the errors of the established models by revea-
ling error metrics in solving classification problems. The 
confusion matrix table is shown in Fig. 2.

Accuracy indicates the number of correct predictions 
made over all values observed by the model. Sensitivity and 
specificity are the proportion of true positives and true ne-
gatives that are correctly identified, respectively. Matthews 
correlation coefficient is the correlation coefficient of target 
and predicted data. MCC considers the fact that positives 
and negatives are not balanced [27]. A statistical indicator 
that compares observed and expected accuracy is the kappa 
coefficient.
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RESULTS AND DISCUSSION
PCA feature extraction was conducted using MATLAB 
codes.  The PCA function was used to get principal 
component variances, principal component scores, and 
principal component coefficients [28]. Fig. 3 shows per-
centages of explained variances for principal components. 
Here, the first, second, and third principal components 
account for 42.1%, 34.1%, and 11.14% of the total variance, 
respectively. Together five components explain 95.67% of 
the variation in the data. Five principal components, PC1, 
PC2, PC3, PC4 and PC5, were chosen to best capture the 
characteristics of healthy and HCV-infected people.

Figure 3. Percentages of explained variances for Principal Components

In the study, 12 independent variables and one depen-
dent variable were used. The dependent variable contains 

Figure 2. Confusion matrix

Here TN, TP, FN, and FP show the true negative, true 
positive, false negative, and false positive, respectively.

The performance of the proposed method was eva-
luated using equations (1) to (5). For better evaluation, the 
values of the accuracy (ACC), sensitivity (SENS), specificity 
(SPEC), Matthews correlation coefficient (MCC) and KAP-
PA criteria represent excellent classification performance.
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healthy (C0), and types of patients (hepatitis (C1), fibrosis 
(C2), cirrhosis (C3)) with a 4-label class. In the first part 
of the study, the classification process was performed as 
binary classification as a donor and HCV infected patient. 
The most significant three features in classifying donor and 
HCV infected patients were identified using the multiple 
linear regression (MLR). These features, in order of impor-
tance, were (i) AST (aspartate amino-transferase), (ii) GGT 
(gamma-glutamyl transferase) and (iii) BIL (bilirubin). In 
the second part of the study, the classification process was 
carried out with a 4-label classification as the donor, hepati-
tis, fibrosis, and cirrhosis disease.

Performance analysis for models is evaluated using 
hold out (with 60% training and 40% testing) on training 
data among the 582 data samples, 350 were used as training 
datasets and the remaining 232 are the testing datasets.  
The testing result of NN and SVM models without/with 
PCA are shown in Fig. 4a, b, c, and d where the overall ac-
curacy and the confusion matrix are shown. The confusion 
matrix shows the number correctly classified with respect 
to the two classes. The overall accuracy of SVM models 
with PCA (Fig. 4d) is 98.7 % which is higher compared the 
ANN model with PCA result. In its confusion matrix, out 
from the 210 testing samples in the donor class, 209 were 
correctly predicted, and 1 was predicted wrongly as patient 
with an error percentage of 0.48%. Furthermore, 20 of the 
data samples under patient class were correctly predicted 
and only 2 was predicted wrongly as donor with an error 
percentage of 9.09%

city, MCC and KAPPA values for binary classification of the 
best model (SVM with PCA) of this study are 98.7%, 99.1%, 
95.2%, 92.3% and 92,31% respectively.

The confusion matrix tables for multiclass ANN and 
SVM classifiers (with PCA) are constructed as shown in Fig. 
5 and 6, respectively. The results show that the PCA-SVM 
achieves 95.7% classification accuracy with the testing data 
as indicated in the confusion matrix of Fig. 6. In the 4-label 
classification using the PCA-SVM model, the prediction ac-
curacy of fibrosis patients was 33.3%, while the prediction 
accuracy of cirrhosis patients was 88.9%.

Figure 4. Results of classifier models with/without PCA

Performance metrics derived from the confusion mat-
rix are shown in Table 2.  The differences between trials 
from Table 2 are very significant. For example, for the test 
trials, the MCC of the NN model (without PCA) is 78.9%, 
and the MCC of the PCA-NN model is only 76.2%; while for 
the proposed PCA-SVM model, MCC reaches 92.3%, which 
is higher than the individual SVM, implying that the PCA-
based variable selection has a significant impact on impro-
ving SVM performance. The accuracy, sensitivity, specifi-

Table 2.Performances results of classifier models

Accuracy Sensitivity Specificity MCC Kappa

NN (without PCA) 96.1 98.6 76.0 78.9 0.7870

NN (with PCA) 96.1 97.2 84.2 76.2 0.7593

SVM (without PCA) 98.3 98.6 95.0 89.7 0.8953

SVM (with  PCA) 98.7 99.1 95.2 92.3 0.9231

Figure 5. Confusion matrix for multiclass ANN model with PCA

Figure 6. Confusion matrix for multiclass SVM model with PCA

Performance metrics comparison showed SVM with 
PCA to be a better classifier for this dataset. The highest 
accuracy was found with SVM (95.7%, 98.7%) in multi and 
binary class label respectively. The performance score of the 
binary class shows better that the multiclass label. In the 
4-label classification using the PCA-SVM model, prediction 
accuracies were low for fibrosis (33.3%) and hepatitis (60%). 
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Since the multi-classification problem for disease diagnosis 
is more difficult than binary classification, future studies 
will try to increase the efficiency of the proposed model for 
multi-classification.

The approach followed in this study is similar in terms 
of the input variables used by Syafa’ah et al. (2021) for he-
patitis C disease classification. Except for age and sex, the 
selected independent variables are common. While NN 
and SVM were used for machine learning in this study, they 
used four classification methods: KNN, naive Bayesian, NN 
and RF. Syafa’ah et al. (2021) obtained the most accurate 
classification using NN with 95.12%. In this study, the hig-
hest accuracy value was reached with SVM with 98.7. This 
achievement was achieved on large test data (40%) and size 
reduction with PCA.

Experimental results show that the proposed SVM mo-
del with PCA outperforms the NN (with/without PCA) and 
a single SVM in terms of classification accuracy, sensitivity, 
specificity, MCC, and kappa. As stated in [20], the propo-
sed PCA-SVM model has some advantages over individu-
al support vector machines and NN, such as it needs less 
parameters than NN, overcomes some shortcomings such 
as overfitting and local minima, and reduces model input 
space with PCA (speeds SVM learning).

The data set consists of a total of 582 samples collec-
ted from 526 donor and 56 patient individuals. The main 
limitation of this study was the small sample size of the par-
ticipants, especially patient individuals. A joint study with 
doctors has been planned to reach more samples.

The study had several disadvantages. The main disad-
vantage of feature extraction methods such as PCA is that 
new components are more difficult to interpret. Moreover, 
it can be more difficult to determine which features contri-
bute the most to the disease prediction. Second, all the data-
sets here are from the same clinical center.  In the future, it 
will be necessary to conduct a study with larger sample size.

CONCLUSION
Hepatitis C, a liver disease caused by virus, can have a 
mild course or lead to many different diseases that last a 
lifetime. If the disease is not treated, it can reach serious 
dimensions that will impair human health. For these rea-
sons, it is vital to detect the disease early. The application 
of machine learning classification algorithms for disea-
se prediction is still an emerging field. The diseases can 
be detected by extracting the features representing the 
problem from the laboratory and demographic values. In 
this study, a technique combining SVM and PCA is pro-
posed to construct the classification model and retain the 
optimal feature subset. PCA based method was used to 
reduce the dimension of the features. The classifier mo-

dels' performance is evaluated based on the confusion 
matrices and their related metrics: accuracy, sensitivity, 
specificity, MCC, as well as the kappa value. In binary 
(healthy/unhealthy) classification, the highest level of 
accuracy obtained in the testing done using PCA was 
98.7% achieved with the SVM technique and 98.3% 
with the NN. The performance of the model is also eva-
luated by kappa and the maximum kappa of 92.31% is 
achieved by SVM classifier and the minimum kappa of 
75.93% is achieved by NN classifier. This study achieved 
significant success in predicting hepatitis C disease by 
using the PCA-SVM model. The performance of this 
suggested approach is high when compared to other 
existing methods. With the created model, it is thought 
that the diagnosis of hepatitis C disease can be facilita-
ted and medical decision support can be provided to the 
doctor. The results obtained from the study will contri-
bute to the existing literature on hepatitis C and other 
diseases detection and provide a perspective for future 
studies. In future studies, the proposed model will be 
tested on a larger data set and different diseases.
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