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Abstract- Even though, distance education based on Web services has its benefits in terms of both economic and academic, 

some specific fields are still in need of an appropriate adaptation to make them more suitable for distance education. Fields like 

engineering and natural sciences that rely on experiments and implementations are some of the most important examples of 

them. As a result, many studies have focused on creating virtual laboratories which make it possible to make experiments 

remotely by using digital devices like computers. In our study, we aimed to simulate the action potentials in MATLAB’s 

Simulink environment. Second, a MATLAB GUI was designed to create a more user-friendly interactive environment. For the 

simulations, two different observations have been done. One for the constant current and one for the varying current. In those 

tests, forward and reverse action potentials were observed. Results were compared with the results from physical experiments. 

This study shows that virtualization of electrical circuit experiments is easy to implement, and the resultant virtual test 

environment has good usability and fidelity to the physical test environment. 
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1. Introduction 

Distance education has become one of the standards in 

today’s educational system. As a result, the goal of designing 

virtual laboratories for STEM students is very important to 

create a learning environment that feels and benefits the same 

way as real-world laboratories. In one of the earliest studies in 

the virtualization process, Kuo et al. designed a web-based 

virtual laboratory to carry out some experiments that are 

required in the syllabus of an undergraduate course on 

communication principles at the National University of 

Singapore (NUS). The study showed that without having to 

purchase expensive spectrum analyzers, students could have 

easily carried out the required experiments by using virtual 

laboratory equipment [1]. In Wolf’s study in 2010, student 

learning was assessed in a virtual laboratory environment that 

is designed to teach students the network systems. The 

findings demonstrate that not only do people learn in labs, but 

they also learn (45.9%) almost as much as they do in lectures 

(54.1% ). Virtual laboratories have also been shown to assist 

students with prior networking knowledge [2]. Another 

example by Hawkins and Phelps addresses the usage of a 

virtual laboratory at a general chemistry course. In the given 

study, students were separated into two groups. The first group 

has consisted of students which attend actual in-place 

laboratories, and the other is consisted of those who attend 

virtual laboratories. Results have shown that there were no 

significant differences in scores on the tests taken after the 

course [4]. In a more recent study by Kapilan, Vidhya, and  

Gao, mechanical engineering students have attended a  fluid 

mechanics virtual laboratory during the COVID-19 

quarantine. More than 90% of the participants in their research 

were pleased with the virtual laboratory, and they stated that 

the virtual laboratory exercises helped their learning process. 

They also believed that the virtual laboratories may be used 

until the COVID-19 pandemic problems were resolved [5]. 

The cell membrane isolates the biologically active 

intracellular space electrically and mechanically from the 

surrounding environment. It concentrates functional units, 

biologically relevant molecules, and structures and thus made 

it possible to develop life. Additional functionality is given to 

it by a variety of proteins embedded in it. As an electrical 

insulation layer, the cell membrane enables the establishment 

of an electrical voltage potential between intra- and 

extracellular space, which provides the energy for many 

biological processes. The structure and adjustment of the 

potential are carried out by a group of proteins, which include 
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the ion channels that form nanometer-sized pores in the cell 

membrane and transport passively or actively charged 

particles. Due to the high electrical resistance of the cell 

membrane and the low thickness of a few nanometers, the 

potential in it causes an enormously high electric field of 

approximately 107 V/m. It is therefore not surprising that 

many of the membrane proteins have a function sensitive to 

membrane tension. The membrane itself also has potential-

dependent physical properties such as its intrinsic mechanical 

stress [6]. The highly sensitive patch-Clamp-technique allows 

to determine the electrical voltage of a cell or membrane piece 

in any way and to measure the resulting charge flows so 

precisely that currents can be determined by individual ion 

channels. This makes it possible to artificially stimulate the 

function of potential-dependent proteins. In combination with 

the technique of high-precision force spectroscopy, which 

detects forces in an order of magnitude relevant to individual 

proteins, the electrical and mechanical properties of proteins 

can be stimulated very decisively and measured 

simultaneously precisely. 

In this study, we aimed to model and simulate the action 

potential and wake trigger processes of the nerve cells by 

using MATLAB and Simulink to create a virtual tool that can 

be used as laboratory equipment in virtual laboratories in 

distance education. 

2. Materials and Method 

Action potentials are rapid, short-term changes of the 

membrane potentials on nerve cells. They are used for 

arousal transmission in the body. 

Measuring the action potential to measure the action 

potential, an axon at a certain point with different voltages 

electrically irritated. At a slightly remote location, the 

reaction of the axon is measured using electrodes and the 

oscilloscope (Fig. 1).

 

Fig. 1. Irritant strength and membrane potential (Adapted from [10]). 

A positive irritant tension leads to a short-term local increase 

in membrane potential. The higher the irritant voltage, the 

higher the change in membrane tension, the depolarization. If 

this exceeds a certain threshold, the membrane potential 

changes abruptly within a millisecond up to a peak value of 

approx. +30 mV. The axon actively forms an action potential 

that spreads and propagates via the axon [7]. After exceeding 

the voltage threshold, a rapid, strong increase in potential is 

measured in the depolarization phase (Fig. 2). 

 
Fig. 2. Action potential (Adapted from [10]). 

The course of action potential graph consists of the following 

steps: 

1) Rest potential: Before the start of an AP, the sodium 

channels are closed and can be activated. 

 

2) Threshold 

 

3) Depolarization: During this time, the activation 

Gates open Sodium channels are then open and 

activated. If a stimulus arrives, it will some sodium 

channels open. This is done by changing the 

conformation of the charged amino acids in response 

to the change in voltage when the stimulus is added. 

If the channels are now open, sodium ions flow in the 

charge gradient following inwards since the inside of 

the cell is negative compared to the outside. 

4) Repolarization: Now the inactivation gates of the 

sodium channels slowly close that are then closed 

and activatable. At the same time, the potassium 
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channels open. Therefore, potassium flows outwards 

to avoid the negativity that prevails in their balance. 

After a short time, the potential in the repolarization phase 

decreases again to the resting potential. Action potentials 

always show the same course. Both the duration of each phase 

and their electrical potential are always the same; they happen 

this way or not at all. This is called the all-or-nothing law. If 

the irritant electrode temporarily results in a more negative 

voltage than the resting potential, the membrane voltage drops 

below the rest ingenuity voltage (hyperpolarization) at the 

measuring point [8]. 

2.1. Molecular Processes 

A change in the membrane potential can be explained by 

a change in the ion concentrations on the inside and outside of 

the axon membrane. Alan Hodgkin and Bernard Katz 

conducted experiments in which they replaced the Na+ ions 

outside the axon with positively charged but much larger ions 

for which the axon membrane is not permeable [9]. No action 

potentials could be triggered in this experimental 

arrangement. The researchers hypothesized that the action 

potential is created by opening Na+ ion channels and the rapid 

influx of Na+ ions into the axon. 

Measurements showed that the external concentration of 

Na+ ions is 10 times higher than the internal concentration. 

The hypothesis was confirmed by patch-clamp-messing: 

During depolarization, many Na+ ion channels are open, but 

only a few K+ ion channels [9,10] 

2.2. The Patch Clamp Technique 

       With this technique, it is possible to investigate when ion 

channels are open or closed (see edge column). The ion 

current is measured on a very small membrane surface. A 

micropipette made of glass is attached to the cell membrane 

by light suction. This delimited part of the axon is so small 

that individual ion channels can be analyzed. The glass 

capillary is filled with a saline solution that conducts the 

current. A second capillary is inserted into the cell [11]. When 

measuring the current flow, one observes sudden, short-term 

jumps. The channel opens, ions diffuse through then the 

channel closes again. In this way, the number of ions can be 

measured in a certain period. To investigate which ions, move 

through the ion channels, sodium ion channels or potassium 

ion channels can be specifically blocked [12,20]. 

Ion currents at the ion channels in the membrane of an axon, 

voltage-controlled Na+, and K+ ion channels are present in 

sufficient density. The axon is depolarized by an electrical 

stimulus (Fig. 5a). This opens a few Na+ ion channels. The 

opening of the first channels leads to increased depolarization, 

which leads to a further opening of Na+ ion channels. At the 

threshold of approx. -50 mV, all available Na+ ion channels 

in the environment of the depolarized axon membrane 

suddenly open. Na+ ions flow in large numbers into the interior 

of the axon [13]. The proportion of positively charged ions 

thus decreases outside the axon, within larger. This results in 

the membrane potential becoming positive within one 

millisecond (Fig. 3). 

 

 

Fig. 3. A course of action potential (Adapted from [12]). 

The individual Na+ ion channels close spontaneously after 

approx. 2 ms. Hereby getting no more Na+-ions into the axon 

and the potential does not increase any further. The closed 

Na+-ion channels are then inactivated for a short time and 

cannot be opened (refractory time) [9]. Only after a few 

milliseconds do they become activated again.  The refractory 

time limits the number of triggerable action potentials 

(frequency) and determines the propagation of action 

potentials in only one direction. The repolarization of the axon 

membrane (Fig. 5b) is mainly caused by the outward current 

of K+ ions [10]. Due to the increased outflow of the K+ ions 

from the axon, the cell interior becomes more negative until 

the resting potential is reached. Only then do the K+ ion 

channels close again. 

Fig 4. describes the operations on the Na+ ion channels using 

the text and Fig. 5 and explains how the phases of the action 

potential occur in Fig. 3. 

 

Fig. 4. Patch-Clamp Technique (Adapted from [12]). 
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Fig. 5. Processes on the ion channels during an action 

potential (Adapted from [12]). 

2.3. Nonlinear Capacity (NLC) 

Membrane proteins, which have a voltage-hanging 

property, require a corresponding electrically charged sensor 

domain. This voltage sensor moves due to a potential change 

in the electric field and causes a conformation change of the 

protein. If such charge movements are induced at a change in 

the transmembrane voltage, they add up to the normal 

capacitive current of the membrane. In this case, it is referred 

to as tor stromen (gating currents), which for the first time 

were called C. M. Armstrong and F. Bezanilla could be 

detected using voltage-controlled sodium channels using the 

Voltage-Clamp technique [7]. The capacitation of the 

membrane in which such proteins are embedded is thus also 

voltage-hanging.  

 

Fig. 6 Prestin and his nonlinear Capacity (Retrieved from 

[8]). 

If a cell or its membrane (light grey) is depolarized, the 

Prestin molecules (dark grey) are preferably in their compact 

state (a). In hyperpolarization, they change to a more extensive 

state (longer, more area). The sensor for this conformation 

change is a charged domain (assumed here as negative) of the 

Prestin molecule, which moves within the membrane because 

of the changed potential - equivalent to a charge current. The 

behavior in the ensemble (b) therefore has an electrical 

signature in the form of a nonlinear capacity dependent on the 

voltage (Eq. 3). The sizes of the moving charges and 

geometric changes show a sigmoidal behavior (Eq. 4). 

A very simple model in the case of Prestin assumes that 

there are two states: a compact (depolarization) and an 

expanded (hyperpolarization), each of which requires 

different sized membrane surfaces (Fig. 6). If one considers 

only the different electrical energies of the two states, one can 

describe the probability of which state a molecule is in with 

the help of a simple Boltzmann factor [14]. In these, the size 

of the moving sensor charge e.   If the sensor charge only 

moves through a part of the electric field, i.e., not through the 

entire membrane, the sensor charge in the conformation 

change is reflected accordingly in the size of z. In an ensemble 

of molecules, the total charges in a state can be summed up to 

a total charge Q.  The greeting of Q is now dependent on  the 

diaphragm voltage V and can be described by a two-state 

Boltzmann function: 

𝑄(𝑉) =
𝑄𝑚𝑎𝑥

1 + 𝑒−
𝑉−𝑣ℎ

𝑎

   (1) 

With the maximum charge shift Qmax, the half-value 

voltage Vh and where kB is the Boltzmann constant, T the 

temperature, and e the elementary charge. The first derivation 

of the formula (Eq. 1) to V then gives, considered the non-

voltage-dependent membrane capacity C0, the relationship 

between the capacity C and the voltage V. 

𝑎 =
𝑘𝐵𝑇

𝑧𝑒
 (2) 

𝐶(𝑉) = 𝐶0 +  𝑄𝑚𝑎𝑥

𝑒−
𝑉−𝑉𝑏

𝑎

𝑎 (1 + 𝑒−
𝑉−𝑉ℎ

𝑎 )
 (3) 

This very simple model provides a connection that already 

describes the measured data very well [15]. It should be noted 

that in the context of equation (3) C0, CM is mentioned below. 

The typical form of the voltage-dependent capacity and the 

corresponding charge shift are shown in Fig. 6. If in a 

particular experiment, a property L of the cells is missing, 

which is directly coupled with the conformation change, such 

as the change in length of the outer hair cells, the stress 

dependence can also be described according to the relationship 

of Eq. 1: 

𝐿(𝑉) =
𝐿𝑚𝑎𝑥

1 + 𝑒−
𝑉−𝑉ℎ

𝑎

 (4) 

3. Simulation of Nerve Cells with the Help of Electronic 

Components 

In the following experiments, we now want to apply all 

the results and findings to the biological situation of a nerve 

cell. For this purpose, a biological membrane is simulated 

using electronic components, and we are studying how 

electrical signals are transported through this nerve 

membrane.  

When constructing the model, two properties of the 

membrane must be considered: 
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The membrane of a nerve cell separates the inside of the 

cell from the outside. On both sides of the membrane, there is 

electrolyte liquid, i.e., an electrical conductor [16].  The 

double lipid layer of the membrane isolates the outside of the 

membrane from its inside. Such an arrangement behaves like 

a capacitor: on both sides of the insulator (in the case of the 

membrane: double lipid layer), electric charges of different 

signs can be stored, and the insulator prevents them from 

balancing each other by current flow. As with the capacitor, 

the "storage capability" of the arrangement is also called 

capacitance (membrane capacitance C) [16]. We simulate the 

double lipid layer of the membrane through an electrical 

capacitor of capacitance 0.47 μF. 

 

Fig. 7. Ion channel and electronic simulation (Adapted from 

[16]). 

However, we need another electrical building block for our 

simulation: The electrolytes inside and outside the cell are not 

completely isolated from each other by the membrane. 

Through passive (constantly opened) ion channels, which are 

stored in the membrane (Fig. 7), ions and thus electrical 

currents can flow through the membrane [16]. The electrical 

properties of ion channels (i.e., the parallel connection of a 

variety of ion channels on a small membrane section) can be 

described by electrical resistance. We, therefore, add a 2.2k 

resistor to the circuit. It connects the inner side to the outer 

side of the membrane. 

3.1. Temporal change in membrane potential, formation of 

arousal 

The first circuit seen in Fig.8 is designed on MATLAB 

Simulink and given by Fig. 9. The waveform of the output 

signals can be viewed by using Simulink scopes.  

 

Fig. 8. Circuit 1 (Retrieved from [16]). 

 

 

Fig. 9. Simulink representation of Circuit 1 (Adapted from [16]). 

 

3.2. Spatial propagation of signals 

Secondly, an elongated cell model (Fig. 10) was designed 

and created (Fig. 11). Two RC connections have been added 

to Circuit 1. 560 Ω resistors simulate longitudinal resistance 

across the membrane.   
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Fig. 10. Circuit 2 (Retrieved from [16]). 

 

Fig. 11. Simulink representation of Circuit 1 (Adapted from [16]). 

 

In addition to Simulink design, a GUI was also created to 

display the results and effects more appealingly. Figs. 12-13 

are from the designed MATLAB GUI. Presented GUI allows 

users to visualize the effects of certain parameters.  

 

 

 

 

 

Fig. 12. A screenshot from the MATLAB GUI is designed to visualize the effects of certain parameters. 
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Fig. 13. A screenshot from the MATLAB GUI is designed to visualize the effects of certain parameters. 

 

By using a constant action current of 47 mA in the 

designed Simulink circuit, the change of forward and 

reverse action potentials for different triggers was 

observed. While the difference in forward and reverse 

action potentials is high at low action current values, it is 

seen in Fig.14 that the difference decreases as the current 

value increases. 

 

Fig. 14. Change of forwarding and reverse potentials according to constant electric current of 47 mA. 

Another observation was made over the changing action 

currents at a fixed point in time. Fig. 15 shows that the 

forward and reverse action potentials produced in 

response to the action currents with 17 mA, 27 mA, 37 

mA, 47 mA, and 62 mA values change proportionally 

depending on the increasing current value. 

 

Fig. 15. Change of forwarding and reverse potentials according to varying electric current. 



INTERNATIONAL JOURNAL of ENGINEERING SCIENCE AND APPLICATION  
M. Beken et al., Vol.6, No.1, March, 2022 

36 
 

 

4. Conclusion 

Simulations of action potentials of nerve cells are very 

important in biomedical studies. Such simulations are 

normally done with physical laboratory equipment in a 

physical laboratory. In this study, we aimed to digitally 

simulate the action potentials of nerve cells. The main 

reason behind this was the rising importance of 

virtualization of the physical laboratories that emerges with 

the current remote working and distance education trends. 

For this task, we used MATLAB and Simulink to create two 

different test environments. The first one is a Simulink-

based electrical circuit representation of the action 

potentials, and the second one is a GUI-based, more 

interactive representation. To see the correctness of the 

models, two tests were done. One is a test to calculate the 

action potentials under a constant current, and the other is 

to calculate them under a varying current. Simulation results 

have been compared with the results from the physical 

setup, and the results are compatible with each other. This 

study suggests that virtualizing electrical circuit 

experiments is simple to do, and the resulting virtual test 

environment is both practical and consistent with the 

physical test environment. 
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