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ABSTRACT

In this paper we consider the problem of existence and evaluation of common solutions to Lyapunov equations for switched
systems consisting of two real or complex matrices. Conditions for existence and solution algorithm based on the gradient of a
matrix function are given. Number of examples are provided.
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1. INTRODUCTION

Let R™™ (C™™) be the set of n X n real (complex) matrices. A matrix A is called Hurwitz stable if its
all eigenvalues lie in the open left-half plane. A necessary and sufficient condition for the matrix A €
R™™ (A € C™*™) to be Hurwitz stable is that for any given positive definite matrix Q there exists a
(unique) positive definite matrix P that satisfies the Lyapunov equation.

Consider the following linear switched system

% = Ax, A€ {Ay, A, ..., Ay} (1)

where A; € R™™ (4; € C™™) (i = 1,2, ..., N) are Hurwitz stable.

If there exists a P > 0 such that

ATP +PA; <0, (AfP+PA;<0) (i=12,..,N) (2

the matrix P is called a common solution to Lyapunov inequalities (2) and the function V(x) = xT Px
(V(x) = x*Px) is called common quadratic Lyapunov function of the switched system (1). A sufficient
condition for the switched system (1) to be global uniformly asimptotically stable is that the inequalities
(2) have a common solution P (see [1,2]).

The problem of existence and evaluation of common solution to system (2) have been studied in a lot of
works (see [1-6] and references therein). Theoretical condition on the existence of a solution to this
problem for two real 2 X 2 dimensional matrices is given in [3]. In the general n-dimensional case, there
is no theoretical solution in the literature except for the theoretical results that can be given without
resorting to numerical methods for the existence of the solution (see [3]). In [4] for a pair of 2 X 2
complex matrices a necessary and sufficient condition for the existence of common solution P is given.
This result relates to a special class of 4 X 4 real matrices.
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In this paper we give a necessary and sufficient condition for the existence of a common solution for
two n X n dimensional real matrix. In the second part, we propose a gradient algorithm for common
solution of Lyapunov inequalities for two n X n dimensional complex matrix. Here we establish a
formula for the derivative of a matrix functional (Theorem 2).

2. CONDITION FOR COMMON SOLUTION FOR TWO REAL MATRICES

Let A be Hurwitz stable real matrix. For a given positive definite matrix @, we denote the unique P > 0
solution of the equation A”P + PA = —Q by Py(q).

Let two n X n dimensional Hurwitz stable real matrices A; and A, be given. For ¢; > 0 and
Q, > 0 we define

P1 = PA1(Q1) >0, P2 = PAZ(Qz)
and
lij = Amax(AT P + PAD, (L) =12)

where A, (C) stands for the maximum eigenvalue of C. From stability of A; and A, it follows that

li1 <0andl,, <O0. 3)

Define 2 X 2 dimensional matrix
l l
L= ( 11 12).
lrar Ly
Ifl,; < 0then ATP, + P;A, < 0 therefore P; is a common solution for {4;,A4,}. If l;, < 0then ATP, +

P,A; < 0 and P, is a common solution. Therefore we assume that

li; =0 and [y; >0, 4)
We investigate a weighted sum P; and P, for a common solution.

Lemma 1. Let the pair (w,, w,) is given where

111W1 + 112W2 < 0, l21W1 + l22W2 < 0, w1 > 0, w»y > 0, (5)
Then P, = w; P; + w, P, is a common solution for {A;, 4,}.

Proof. Using convexity of the function P = A, (AT P + PA;) (see [5, p.34], [6]), we obtain

/1 max(A’{P* + P*Ai) = Amax (Wl (A?PI + PlAi) + w» (A?PZ + PZAL'))

Wi dma (AT Py + PLA;) + wo (AT Py + PyAy)
= Wllil + Wzliz <0 (l = 1,2)

IA

Therefore the matrix P, = wyP; + w, P, is a common solution.

By (5) we consider for a positive solution of the system
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{lllx + llzy <0 (6)
l21x + lzzy <0

If [, = O then any pair (x, y), where x > 0 is arbitrary and y > — iz—lx is a feasible pair. If [,; = 0
22

then any pair (x, y), where y > 0 is arbitrary and x > — il—z y is a feasible pair. Therefore we assume
11

that

li,, >0andl,; > 0. (7

Theorem 1. Assume that (7) is satisfied. Then (6) has positive solution (x, y) if and only if

Lirlzz > ligly. (8)
Proof. From (6) it follows that
iy l21
y<——x, y>—7—x, or y<kix, y>kyx,
li2 l22

where k; = — il—l >0k, =— iz—l > 0. Then (6) has a positive solution pair (x, y) if and only if k; >
12 22
k, (see Fig. 1). The inequality k; > k, is equivalent to (8).
Y

y = kiz

= kpa

Figure 1.

If (8) is satisfied the weighted coefficients

o la—lp o_ li—ln
Wi =77 7 W2 =777 7
lirlaz = a1y lirlaz = a1l
satisfy the inequalities
Wf > 0, WZO > 0, lllw:{) + llzwg =-1 < 0, l21W{) + lzzwg =-1 < 0

and the matrix P, = w{P; + wlP, is a common solution.

Example 1. Consider the following Hurwitz stable matrices

-5 2 -1 2 -1 -2 =3 2
{2 -4 1 2 -2 -7 -3 4
A = 3 -2 -2 -3 Az = 4 -2 -5 1
5 -2 1 7 -3 0 -1 -1
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and positive definite matrices

10 0 0 12 -1 2 -3
o1 0 0 -1 11 1 0
Q1 = 0 010 Q2 2 0 11 o0
0 0 0 1 -3 0 2 11
Then
0.251 0.081 0.03 0.09 10.68 —2.72 -2.07 —2.51
p —[0081 014 —001 004]|, _[-272 146 033 066
1 0.03 —-0.01 0.19 —0.05|"2"[-2.07 033 209 024
0.09 0.04 —0.05 0.13 —-251 066 024 3.36

The matrix L is calculated as

T
0.541 —7.507)"

Here l;; <0, 1,, <0,l;, >0,l,; > 0and

l11.l22 - 112. 121 = 6.356834 >0

and the conditions of Theorem 1 are satisfied.

l !
ky = — L =0470366, k, = —-—==0.072066
112 l22

and the graphs of y = 0.470366x and y = 0.072066x are shown in Fig. 2.

Y

Iy = DATO366x

y = 0072066

Figure 2.
w? = 1.515376, wY = 0.242416 and by the above the matrix
P, = 1.515376 P; + 0.242416 P,
is a common solution.

3. AN ALGORITHM FOR TWO COMPLEX MATRICES

In this section we give an algorithm for a common P for given two Hurwitz stable complex matrices.
For this purpose we establish the derivative formula for real functionals defined on the set of Hermitian
matrices.

Let H be the set of n X n-dimensional Hermitian matrices. Assume that f: H — R is a real matrix
functional.
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Definition 1. The functional f(P) defined on # is called differentiable at the point P if there exists a
Hermitian matrix 0 f|p such that

f(P+AP)=f(P)+<df|p,AP > +0(AP),

o(AP)
AP
by <0 f|p,AP > =tr(9 f|p.A P). A Hermitian n X n matrix P has totally r = n(n + 1)/2 entries:

where — Qas|l AP |l-= 0, where [I-]l is the Frobenius norm. Here the inner product be defined

X1 X2 T Y2 Xn +]'_J’n
p=|¥27 Y Xnt1  Xon-1 tHJYan-1
Xn = J¥n  Xon-1—JYan-1 " Xr
Define real function g by

g(x1;x2; w2 X ¥2,¥3, Vs, ""yq): = f(P)

If the functional is differentiable at P then the function g is differentiable at (x4, ..., Xy, Y2, ..., ¥q). We
wish calculate the entries of the derivative matrix d f|p in terms of the partial derivative of g.

Theorem 2. If the functional f(P) is differentiable at P, then

dg 1/0g9 . dg 1/0g . dg
L) - e
0xq 2\0x, Yy, 2\0x, ~ Oy,
1¢0g 09 a9 1/ 0dg . 0g
- )
0flp=|2 0x; 0y, 0%xn 41 2\0x3n—1 0Yan-1
1(69' .ag) 1( dg . ag ) ' og
2 axn ]ayn 2 axZn—l ]aYZn—l axr

Proof. To avoid cumbersome expressions we give the proof for the case n=3. For an arbitrary n the
proof is identical.

Define 3 X 3 Hermitian matrices

X1 X+ Jy, X3 +]:)’3
P=(x2—]y2 X4 X5 + JYs

X3 —Jy3 X5 —JY¥s X
and
X1+ Axy Xy +Ax; +j(yz +Ayz) x5+ Axz + j(y3 + Ays)
P+AP= |x,+Ax, —j(y, +Ay,) Xq + Axy Xs + Axs + j(ys + Ays)|.
X3+ Ax3 — j(ys + Aysz) x5+ Axs — j(ys + Ays) Xe + Axg

If f(P) is differentiable at P then the scalar function

9(x1, X2, X3, X4, X5, X6, Y2, Y3, ¥s) = f(P)

is differentiable at the point u = (x4, X5, ..., Xg, V2, V3, Vs5). The following can be written:
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gu+4u) = gw)+<aigu),du > +o(4u)
dg dg 69 dg
= —A —A . —A —A

‘g(u)+8x1 X1+ o, Xy + 0 e x6+6y Y2
dg dg
—Ay; +—A A

+8y3 Y3 + dys ys + o(Aw)

where Au = (Axy, 4x,, ..., Axg, Ay,, Ays, Ays), and > - OasllAu [I- 0.

IIA
Let the derivative matrix of f at P be

a a +jb; az+jbs
oflp = |az — jbz Ay as + jbs|.
—jbs as—jbs U
We aim to express a; (i = 1, ...,6) and b; (i = 2,3,5) in terms of the partial derivative of g. We have

tr(0f|p.AP) = a14x; + (a; + jby)(Ax; — jAy,) + (az + jb3)(Ax3 — jAdys)
+(az — jbz)(Ax; + jAy;) + aydxs + (as + jbs)(Axs — jAys)
+(az — jb3)(Ax3 + jAy3) + (as — jbs)(Axs + jAys) + asdxe
= a1Axq + 2a,A%, + 2a30x3 + a4Ax, + 2a5Axs + agAxg + 2b,Ay,
+2b3Ay; + 2bsAys

on the other hand

dg 0dg ag)
A = — —, ...,— |, (x4, Ax,, ..., A
< ag(u); u> < (axl,axz, Iays J( X1, x2' ’ yS) >
ag ag ag ag dg dg
= axlelJ’aszsz’a 3Ax3 P 4Ax4 Ep 5Ax5+a 6A

dg dg a9

+—Ay, + —Ay; +—A
v, V2 3y V3 ys Vs

If the functional f is differentiable at P
tr(df|p.AP) =< dg(u), Au >

for all Au = (Axq,Ax,, ..., Axg, Ay,, Ays, Ays). Since Ax; (i = 1,...,6), Ay; (i = 2,3,5) are arbitrary
then

ag 2 = dg ) a9 a9 ) ag a9
%= ax,’ az_(')xz’ %3 = dxs’ e = dx,’ s = dxs’ e = Axg’
] 9 ]
2y =9 op, =9 gy =Y
0y, 0y3 ays’

ag dg . 0g\ 1¢dg .09\
L) i
dx, 2 \0dx, dy,/ 2\0xj dy;
1/0g9g . dg dg 1/0g9 . dg
ol =|5 (e =inr) s s(amtize)l
2 \dx, ay, 0xy 2 \0xg dys
1<6g ,6g> 1(6g 6g) dg
[2 \0x3 dy;/ 2 \0xsg dys d0xg
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Let A; and A, be n X n dimensional complex Hurwitz stable matrices.
Theorem 3. [6] Let € > 0 and I be the identity matrix. Then

AP + PA, <0,
A5P + PA, <0,

AP+ PA, + €l <0,

>0 b pa,+el<o.

aP > 0,

Lete > 0 and Q = 0 be given. Denote by Py, gy > 0 the solution of
AP+ PA, =—Q — ¢l
and define the following convex matrix functional:
FQ) = Amax(A;PAZ(Q) + PAZ(Q)Al)-
IfF(Q) < 0 at some Q > 0, then the matrix P4, (@) 1s @ common solution.

Consider the minimization of F (Q). For Hermitian matrix H, the projection of H onto the convex
cone of nonnegative definite matrices denote by [H]*. For the convergence of the proposed algorithm
we impose the following condition (see [6]).

Condition 1. For t > 0 there exists Q* = 0 such that the closed ball of radius t and centered at Q* is
contained in the set {Q = 0: F(Q) < 0}.

Consider the following convex problem
{ F(Q) - min
Q=0.
Using Theorem 2 we suggest the following solution algorithm.

Algorithm 1.

1. Choose Q° > 0.
If F(Q®) < 0 then stop. Otherwise continue.
2. Fork =0,1,2,... define

Q4 = [0* = i IF ()l oot
where

_ aF (Q¥) + t]|0F (@) g—qx||
10F (@)1 g—qx]l”

0 <a <2andt > 0is defined from Condition 1.
3. IfF (Qk) < 0 for some k then stop. The corresponding Py, (Qk ) < 0 is a common solution.

Example 2. This example taken from [4]. Consider the following complex Hurwitz matrices

—2—j 1+2j —2—j 3+ 4j
4 = oAU [ AT 3

—15—j —11+j —25—j —25+j]

Let Q° = I and € = 0.001. We have
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P 3 [ 6.673 —2.558 + 6.450j
42(Q°) T | -2.558 — 6.450j 7.451
and F(Q°) = 10.729 > 0. By Theorem 2,
B 8.323 —0.572 + 4.924j
IF (@lg=> = [—0.572 — 4.924j 2.394
Therefore,
1 Tho + 0.270 0.055 — 0.472j
Q" =[Q° ~ kodF @Dlo=0°]" = | 055 + 0.472j 0.839
where ¢ = 2,t = 1 and py = 0.262.
Algorithm 1 after 5 steps gives
s 0.318 0.044 — 0.564f By
= , F =—10.085<0
¢ [0.044 +0.564 1.006 ] @
and the matrix
P B [ 0.0582 —0.001 — 0.046;
42(0%) 7 [-0.001 + 0.046; 0.126

is a common solution for A; and A4,.

Example 3. Consider the following complex Hurwitz matrices

-3 j 1—j —06+4j —2+3j 1+2j
A, =|1+j =3-3j —2+j|, 4,=| 34 —06-3j 2+
2—j —3-2j —4—j —2—j -5-2j -16—j
Let Q° =1 and £ = 0.001. We have
2.068 —0.403 —1.239; 0.260 + 1.231j§
PAZ(QO) =[—-0.403 + 1.239j 1.999 —0.707 + 0.037]’]
0.260 —1.231j —0.707 — 0.037j 1.153
and F(Q°) = 1.8808 > 0. By Theorem 1,
0.403 —0.171+0.236] —0.816 + 0.277]
OF (Q)]geqo = [—0.171 — 0.236] 0.368 0.094 + 0.805] ]
—0.816 — 0.277j  0.094 — 0.805j 1.106
Therefore,
+
Q' = [Q°—1o0F(Q)lg=qe]
0.834 0.217 +0.031j 0.473 —0.230j
= [0.217 —0.031§ 0.836 0.011 — 0.499j]
0.473 +0.230j 0.011 + 0.499j 0.574

where ¢ = 2,t = 1 and py = 1.308.

Algorithm 1 after 3 steps gives
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and the matrix

0.813 0.277 + 0.060j 0.508 — 0.428;
Q3 = 0.277 — 0.060; 0.875 0.188 — 0.652j|, F(Q3) =—0.08 <0
0.508 + 0.428] 0.188 + 0.652; 0.828
0.558 0.012—0.135]  0.179 + 0.112/
Py, (o7 = |0-012 +0.135; 0.643 —0.109 — 0.085
0.179 — 0.112j —0.109 + 0.085/ 0.322

is a common solution for A; and A4,.
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