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Abstract—Data privacy is a challenging trade-off problem
between privacy preserving and data utility. Anonymization is
a fundamental approach for privacy preserving and also a hard
trade-off problem. It enables to hide the identities of data subjects
or record owners and requires to be developed near-optimal
solutions. In this paper, a new multidimensional anonymiza-
tion model (CANON) that employs vantage-point tree (VP-
tree) and multidimensional generalization for greedy partitioning
and anonymization, respectively, is proposed and introduced
successfully for the first time. The main concept of CANON is
inspired from Mondrian, which is an anonymization model for
privacy preserving data publishing. Experimental results have
shown that CANON takes data distribution into consideration
and creates equivalence classes including closer data points than
Mondrian. As a result, CANON provides better data utility
than Mondrian in terms of GCP metric and it is a promising
anonymization model for future works.

Index Terms—Data privacy, anonymization, data publishing,
CANON.

I. INTRODUCTION

W ITH the development in technology, the amount of
data is increasing day by day. Internet of things, smart

grid, wearable devices, mobile applications, social media,
smart cities, e-commerce, health applications, smartphones etc.
enable to collect more data than ever.

Today, privacy is a hot topic especially in the digital world.
Any violation on sensitive data causes harm on the reputation
of individual and they also may lead to discrimination. Hence,
protecting privacy of individual in real and digital world is
important and requires more effort [1].

Data holders or curators publish data publicly or with a
limited set of researchers [2–4]. However, if the data con-
tains sensitive information about individuals (e.g. genomic
information [5]), privacy concern becomes one of the major
issues to be addressed [6]. ”Informational self-determination”
[7] and ”the appropriate use of responders’ information and
the ability to decide what information of a responder goes
where” [8] are some of the definitions for data privacy in the
literature. Recently, due to the increase in the collection of
person-specific information, data privacy has become a major
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need and a requirement for data publishing or data mining
[9, 10].

Anonymization is a utility-based privacy preserving ap-
proach that hides the identity of data subject and, in meantime,
provides data utility [11]. In the literature, there exist some
anonymization models which enable data curators to publish
sensitive data while preserving data privacy. k-anonymity, l-
diversity and t-closeness are the most known and frequently
used privacy preserving models in data publishing [12]. These
models are explained briefly as below.

• k-anonymity ensures that a record in any equivalence
class is similar to at least k − 1 other records within
the same equivalence class and it provides a solution for
record linkage attack [13].

• l-diversity guarantees the diversity of sensitive data in
each equivalence class and proposes a solution for at-
tribute linkage attack [14].

• t-closeness provides a balance for the distribution of
sensitive data between an equivalence class and entire
table, and also presents a solution for skewness attack
[15].

The reference [16] provides a comprehensive list of attacks
and preserving models for privacy. In addition to those,
differential privacy is introduced by Dwork et al. [17] as
a recent solution. Differential privacy guarantees the results
of any analysis will be almost the same if an individual
participates the dataset or not, and it presents a solution to
background attacks. While k-anonymity, l-diversity and t-
closeness are directly proposed for privacy preserving data
publishing, differential privacy is mainly used to perturb the
results of statistical queries.
k-anonymity, l-diversity and t-closeness are mostly used

in privacy preserving data publishing. Since we think that
CANON is a base model for future works, we preferred to
apply k-anonymity in this paper. It is well-known that, k-
anonymity has an exponential relation between the input size
and solution space. This situation proves that k-anonymity is
an NP-Hard problem and near-optimal solutions are always
required as stated in [18–25].

In the literature, there exist many algorithms or models
achieving k-anonymity which are compared and presented in
Table I. The evaluations of these algorithms or models are
summarized and criticized as given below;

• Optimal algorithms require exponential search spaces.
Hence, these given algorithms do not provide acceptable
solutions in a reasonable time if the size of records
increases.
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TABLE I: Comparing models/algorithms achieved k-anonymity

Model/Algorithm Optimality Dimension Direction Partitioning Strategy Splitting Value Det.
MinGen [26] Optimal Single Bottom-up Hierarchical N/A
Incognito [27] Optimal Single Bottom-up Hierarchical N/A
Flash [28] Optimal Single Bottom-up Hierarchical N/A
Datafly [29] Near-Optimal Single Bottom-up Hierarchical N/A
BUG [30] Near-Optimal Single Bottom-up Hierarchical N/A
TDS [31] Near-Optimal Single Top-Down Hierarchical N/A
Mondrian [32] Near-Optimal Multiple Top-Down Splitting Frequency based
CANON (this study) Near-Optimal Multiple Top-Down Splitting Distance based

• Near-optimal algorithms provide acceptable solutions in
a reasonable time. However, working on single dimen-
sion causes more information loss compared to multiple
dimensions.

• Hierarchical partitioning requires hierarchy trees. These
trees are being constructed by researchers according to
their needs under some constraints. Hence these trees
may cause undesired information loss because of having
a fixed structure. Note that these trees do not present a
utility-aware partitioning, they just define the ranges of
any related values.

• Among these algorithms, Mondrian stays one step ahead
because of supporting multiple dimension. However, it
splits data space by employing a frequency based ap-
proach which does not consider distribution of data and
hence absorbs potential data utility.

• Finally, the presented model (CANON) provides a dis-
tance based approach for data space partitioning and
increasing data utility by considering data distribution.

CANON is a distribution-aware anonymization model
which splits data space by considering the distribution of data
points. It creates equivalence classes by grouping closer data
points than Mondrian. Hence, CANON provides more data
utility compared to Mondrian.

This paper was organized as follows. In Section II, a
literature review was presented. In Section III, Mondrian
anonymization model was briefed. Some preliminary informa-
tion about this study was provided in Section IV. Section V
introduced VP-tree based greedy partitioning algorithm. The
proposed model was presented and introduced in Section VI.
Experimental results conducted in this paper was provided in
Section VII. Finally, the conclusion was given in Section VIII.

II. LITERATURE REVIEW

This section briefs some current studies about k-anonymity
and Mondrian.

Although k-anonymity was proposed in 2002 by Sweeney
[13], it is still employed in many current studies. Kacha
et al. [33] proposed a metaheuristic method by using black
hole algorithm to provide k-anonymity. They employed adult
data set and NCP metric in the experiments and presented a
comparison for the results. Finally, it was seen that their model
provided more utility than the others. Bhati et al. [34] focused
on the anonymization of transport user data. A k-anonymity
based anonymization model considering both numerical and
categorical data was proposed. In addition, they introduced a

new normalization technique and some utility metrics. A real-
world dataset and information distortion metric were utilized
in the experiments and then successful results were obtained.
Mahanan et al. [35] presented a new k-anonymity algorithm
based on a heuristic approach. Their algorithm enhanced the
performance of existing optimization algorithms by providing
a heuristic search for generalization lattice. Uber, Jester and T-
drive datasets were used in the experiments and they provided
a comparison for the results of the proposed algorithm and
other existing algorithms. Finally, they reported that their
algorithm provided an efficient anonymization. Adrew and
Karthikeyan [36] combined k-anonymity and laplace dif-
ferential privacy for big data anonymization. They firstly
generalized tabular data and then applied laplace noise to
provide differential privacy. Experiments are performed on
Adult dataset and then NCP metric was used to measure data
utility. They reported that the proposed model achieves better
utility than other existing models.

Mondrian, which was introduced in 2006, is still being
used by some current studies. For example, Wang et al.
[37] enhanced Mondrian by applying Self-Organizing Map,
Andrew et al. [38], Nezarat et al. [39] and Ashkouti [40]
applied Mondrian for privacy preserving big data publishing.
In addition, Tang et al. [41] proposed an extended version of
Mondrian. They optimized the lowest value of partitions and
provided equivalence classes with lower sizes than classical
Mondrian. In the experiments, CM, DM and NCP metrics
were employed to measure data utilities and their model
presented more utility than classical Mondrian. Liu et al. [42]
optimized multidimensional k-anonymity model by enhancing
Mondrian model. They focused on attribute weighting and
then provided a new algorithm. Census dataset was employed
and NCP metric was preferred to measure data utility. In the
experiments, the proposed model provided better results than
classical Mondrian. Gong et al. [43] considered incomplete
data anonymization and proposed two algorithms to achieve
high data utility on incomplete data. They used NCP metric to
measure data utility and Adult dataset. Finally, it was observed
that the proposed algorithm gave better utility than classical
Mondrian. Nergiz et al. [44] proposed a multidimensional
hybrid k-anonymization algorithm based on Mondrian. They
aimed to decrease the negative effect of generalization process
on anonymization and introduced a hybrid approach using both
generalization and data relocation. Census dataset was em-
ployed in the experiments and they obtained successful results.
LeFevre et al. [45] proposed three different models based on
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Mondrian. In their models, they focused on enhancing classical
Mondrian with entropy, least square deviance and imprecision.
They employed syntactic, Census and Adult datasets in the
experiments and obtained better results than the other models
in the literature.

This section indicates that k-anonymity is one of the
anonymization models used by current studies and Mondrian is
still being used to achieve k-anonymity. Since anonymization
is one of the hot topics today, there is always a need for
novel models and algorithms. This paper proposes a novel
anonymization model, called CANON, which is an alternative
to Mondrian. We hope that CANON will be a base model for
further studies.

III. MONDRIAN ANONYMIZATION MODEL

Mondrian [32] is a frequently used near-optimal anonymiza-
tion model in the literature. It splits data space by using two
different partitioning strategies; strict and relaxed. While strict
partitioning creates non-overlapping regions, relaxed partition-
ing creates potentially overlapping regions. Both strategies
accept that the lower bound is k. In addition, 2d(k−1)+t and
2k− 1 are accepted as the upper bounds of strict and relaxed
partitioning, respectively [32].

Mondrian is a multidimensional anonymization ap-
proach that exploits multidimensional generalization and k-
Dimensional tree (KD-tree) space partitioning approach. Mul-
tidimensional generalization provides higher data utility than
other anonymization operators and KD-tree provides an ac-
ceptable time complexity of O(nlogn). However, KD-tree has
some general disadvantages or weaknesses [46–49] which can
be listed as below;

1) frequency based splitting value determination,
2) non-flexible space partitioning,
3) inefficiency in high dimensional data and,
4) producing a high unbalanced tree due to skewed data.
If these weaknesses are evaluated in the context of

anonymization, it can be clearly seen that only (1) directly
affects data utility. Because, frequency based splitting value
determination does not consider data distribution and this
causes a decrease in data utility. Therefore, if this weakness
can be eliminated, a more powerful anonymization model
may be obtained. Hence, CANON focuses to eliminate this
weakness and provides more data utility than Mondrian.

IV. PRELIMINARY

This section briefs the hardness of k-anonymity, gives
some background information about KD-tree and VP-tree, and
finally introduces some definitions used in this paper.

A. On the hardness of k-anonymity

In order to reveal the hardness of anonymization problem,
we reviewed some papers and presented a summary of these
works in this section. In the literature, there exist a num-
ber of papers focusing on the NP-Hardness of k-anonymity.
Meyerson and Williams [18] investigated the computational
complexity of k-anonymity by using a reduction from k-
dimensional perfect matching problem. They indicated that if

there is no restriction on the alphabet size, k-anonymity is
NP-Hard for k ≥ 3 and the maximum number of suppressed
cells is n(m− 1), where n and m are the number of vertexes
and edges, respectively. However, Aggarwal et al. [19, 20]
employed a reduction from edge partition into triangles and
reduced the alphabet size as 2, but the number of suppressed
cells remained as 9m, where m represents number of triangles.
Similarly, Sun et al. [21] employed edge partition into 4-clique
and represented an alphabet with the size of 2, but the number
of suppressed cells was obtained as 48m, where m is some
integer. On the other hand, the proof presented by Scott et al.
[24] used a reduction from c-hitting set problem and indicated
that anonymization of k-attribute is also NP-Hard even for
k ≥ 2. Finally, LeFevre et al. [32] used another reduction
to prove the NP-Hardness of optimal k-anonymous multidi-
mensional partitioning. They utilized discernibility metric to
approximate the optimal solution.

From the literature review, it can be clearly understood that
anonymization is a hard problem and near-optimal solutions
are always required.

B. KD-tree and VP-tree

Mondrian, which is a frequently preferred near-optimal
anonymization model, employs KD-tree for data space par-
titioning. KD-tree [50] spits data points based on their projec-
tions into some lower dimensional spaces. A node in KD-tree
contains four information as presented below;

• Dimension: is the axis of dataset will be divided,
• Splitting value: median value of dataset on dimension,
• Left-hand side: the left subtree including the data points

which are smaller than or equal to the splitting value,
• Right-hand side: the right subtree including the data

points that are greater than the splitting value.
The main steps of a KD-tree construction are shown as

below [50];
1) choose a dimension,
2) calculate frequencies of a dataset on the dimension,
3) find median of these frequencies,
4) accept this median as a splitting value,
5) partition data space into two subspaces either horizon-

tally or vertically according to the splitting value,
6) go to step 1 until no data point is left.
A VP-tree [51] is a metric tree and a balanced binary tree

that recursively divides the space into two partitions based
on a median of the distances between a vantage-point and
the others. A hypersphere is employed for splitting data into
n-dimensional metric space. In this tree structure, a node
contains four information as;

• Vantage-point: a point which is selected from dataset,
• Radius: a distance defining the range of vantage-point,
• Left-hand side: the left subtree including the data points

which are smaller than or equal to the radius of a vantage-
point and,

• Right-hand side: the right subtree including the data
points that are greater than the radius of a vantage-point.

The main steps of a VP-tree construction are presented as
below [46], [51–55];
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1) choose a vantage-point,
2) calculate the distances between the vantage-point and

the others,
3) find the median of these distances,
4) accept the median as a splitting value,
5) according to the splitting value, partition data space into

two subspaces,
6) go to step 1 until no data point is left.

The illustrations of KD-tree and VP-tree decompositions
on a sample dataset are presented in Figure 1. A sample
dataset, a KD-tree decomposition and a VP-tree decomposition
are shown in Figure 1a, Figure 1b and Figure 1c, respec-
tively. In KD-tree, the frequencies of data on any dimension
are calculated and then the median of these frequencies is
determined to split dataset. Therefore, a splitting operation
which is regardless of data distribution is performed and this
situation leads a decrease in potential data utility. But, VP-
tree calculates the distances between a vantage-point and the
other data points then partitions data space according to the
median of these distances. Hence, a distribution-aware splitting
is performed to dataset and better data utility is obtained.

In the literature, there are some works comparing KD-tree
and VP-tree [46, 49, 56–58]. Based on the results of these
works, it can be seen that VP-tree data structure is more suc-
cessful than KD-tree. Hence, we proposed a new anonymiza-
tion model that employs VP-tree for space partitioning and
also adopts some basic functions of Mondrian. The proposed
model is inspired and borrowed some functionalities from
Mondrian, but has some advantages compared to Mondrian.

C. Some definitions for the proposed model

In this section, we borrowed some definitions from [32],
redefined them in order to provide the theoretical background
of the proposed model. These definitions are given below.

A Multidimensional Cut; is a vantage-point centered cutting
that produces two disjoint multisets of points, for a multiset
of points P .

Allowable Multidimensional Cut; is the state of being
multidimensional partibility. In a d-dimensional space, a cut
for the region Ri with radius ri is allowable if and only if
Count(Ri.Pi > ri) ≥ k and Count(Ri.Pi < ri) ≥ k .

Non-allowable Multidimensional Cut; in a d-dimensional
space, a cut for the region Ri with radius ri is non-allowable
if Count(Ri.Pi > ri) < k or Count(Ri.Pi > ri) < k .

Multidimensional Partitioning; means cutting the space into
multidimensional sub-regions Ri, ..., Rn that cover all attribute
domains.

Minimal Multidimensional Partitioning; let Ri be the ith

region created by a multidimensional partitioning and contains
multiset Pi of points. If |Ri.Pi| ≥ k then this partitioning is
minimal and there exist no allowable multidimensional cut for
Ri.

In the proposed model, we accepted that the upper bound of
minimal multidimensional partitioning is 2k−1 and the lower
bound as k since our model inspires from relaxed partitioning
strategy of Mondrian [32].

(a)

(b)

(c)

Fig. 1: a) A spatial representation of sample dataset, b)
A possible KD-tree decomposition, c) A possible VP-tree
decomposition

V. VP-TREE BASED GREEDY PARTITIONING ALGORITHM

In order to partition data space with a proximity based
approach, we employed VP-tree in our anonymization model.
VP-tree works as the following manner. Firstly, it takes a set
of entire records of partition S. If there exists an allowable
cut for S, a random element p (vantage-point) is then selected
from S. For each s ∈ S, distance d(p, s) is calculated and the
median of these distances is then assigned to µ. After that, if
an element is smaller than or equal to µ, it is included into
the left partition, otherwise the right partition. This iteration
continues until no point is left. After the execution of the
algorithm, a set of multidimensional regions that the size of
each is between k and 2k−1 are obtained. The time complexity
of the partitioning algorithm is O(nlogn).

Consider any multiset of points as illustrated in Figure 1a.
They are labeled with some numbers and have some coor-
dinates such as (xi, yi) which can be generalized for higher
dimensions. If KD-tree and VP-tree partitioning are applied
on these points, two potential partitions can be obtained as
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presented in Figure 1b and Figure 1c, respectively. In Figure
1b, random axises are selected and possible partitionings are
presented, and in Figure 1c, vantage-points are selected ran-
domly and then possible partitionings are represented roughly.

As illustrated in Figure 1, constructing a VP-tree on a
sample dataset can be achieved successfully. However, in order
to adopt this construction to our model, we had to set two
important rules, non-allowable cutting and allowable cutting,
which are detailed in Section IV-C. Because we have to verify
that the points are available for a potential partitioning.

In Figure 2a, a non-allowable cut is indicated. The data
points with the labels of 8 and 4 are selected for vantage-points
for the related partitions, respectively. After the partitioning
process, although r8 partitioning meets the requirements of
allowable multidimensional cutting, r4 partitioning fails since
it does not satisfies Count(P.Ri ≥ ri) ≥ k, for k ≥ 3. In
contrast to a non-allowable cutting, an allowable partition may
be available if the predefined conditions are met. Figure 2b
indicates an example of allowable cutting. In this example, in
order to provide an allowable cut, the vantage-point with the
number of 8 is selected for illustration.

(a)

(b)

Fig. 2: a) A sample representation of a non-allowable cut, b)
A sample representation of allowable cut, for k ≥ 3.

VI. THE PROPOSED ANONYMIZATION MODEL: CANON

CANON, is a multidimensional anonymization model ap-
plying k-anonymity, consist of two phases which are VP-tree
phase and Generalization phase. In VP-tree phase, the data
space is partitioned into two subsets recursively and then data
partitions including minimum k and maximum 2k−1 elements
are obtained. In the generalization phase, each partition is
generalized. The algorithm of CANON is shown in Figure
3.

Fig. 3: The algorithm of CANON

A general view for working of CANON is presented in
Figure 4, which is created based on the assumptions listed
below;

• 3-anonymization is applied,
• square boxes are employed to represent data points,
• each color shows the proximity of data points, in other

words, same colored points (boxes) are closer to each
other than the others,

• each group including a number of same colored points
(boxes) represents equivalence classes,

• transformation from one color to another equals general-
ization (for example in Figure 4, blue and orange colors
in Partition1 transform to green).

The proposed model illustrated in Figure 4 works as follow;
1) choose a vantage-point,
2) calculate the distances between vantage-point and the

other points,
3) find the median of distances,
4) accept the median as the splitting value,
5) split data space into two subspaces (LHS and RHS) with

regard to the median value,
6) check if there exist allowable cutting,
7) if yes, go to step 1,
8) if no, obtain partitions that satisfies lower and upper

bounds,
9) generalize all partitions and obtain equivalence classes,

10) collect and combine partitions, and then obtain
anonymized dataset.

VII. EXPERIMENTAL RESULTS

In order to achieve the experiments, a number of steps have
been followed. These steps are given below.

A. Determination of datasets

In the experiments, we employed Adult and Diabetes
datasets. A brief information about these datasets is given
below.
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Fig. 4: The block diagram of the proposed model CANON

Adult dataset [59] is frequently used in anonymization
studies and includes total 48,842 records. 18,680 records
are incomplete and by removing them 30,162 records are
obtained and employed in the experimental studies. Since
we considered only numerical attributes through this study,
we determined the quasi-identifiers as age, final weight,
capital loss, capital gain and hours per week.

Diabetes dataset [60] was employed tı verify
the proposed model. It contains 101,766 records
and only numerical attributes are considered.
mean age, num medications, number outpatient,
num lab procedures, num procedures,
number emergency, number impatient and
number diagnosis were employed as quasi-identifiers.

B. Giving data utility metrics

In this study, we used Discernibility Metric (DM) [61],
Average Equivalence Class Size (AECS) [32] and Generalized
Certainty Penalty (GCP) [62] metrics to evaluate data utilities
produced by the models. In addition, we evaluated the number
of equivalence classes (ES) created by the models.

Consider that D is a dataset, EQ is a set of equivalence
classes, qid is a quasi-identifier, k is an anonymity level, E is
any equivalence class, NCP is normalized certainty penalty
metric, n is the number of records in D and d is the dimension
of D. DM, AECS and GCP metrics are calculated according
to Eq(1), Eq(2) and Eq(3), respectively.

DM(D) =
∑
qidi

|D[(qid)i]|2 (1)

AECS(D) =
|D|

(|EQ| ∗ k)
(2)

GCP (D) =

∑
E∈D |D| ∗NCP (E))

(d ∗ n)
(3)

DM, AECS and GCP metrics are used to measure the
size of equivalence classes, the size of average equivalence
classes and the perimeter of equivalence classes, respectively.
It should be emphasized that DM, AECS and GCP metrics
are inversely proportional to data utility. Hence lower values
of these metrics represent higher data utility and vice versa. In
addition, ES values indicate the number of equivalence classes
created by algorithm.

Note that CANON almost inspires from relaxed partition-
ing strategy of Mondrian. Hence, comparing the results of
CANON and Mondrian with Relaxed partitioning (Mondrian-
R) mainly reveals the success of this paper. But, it is worth
to compare CANON to Mondrian with Strict partitioning
(Mondrian-S).

C. Conducting experiments
Two experiments were performed in this section. Experi-

ment 1 and Experiment 2 are conducted to test and verify
CANON.

Experiment 1: Adult dataset is employed to test CANON,
Mondrian-R and Mondrian-S. As presented on the left of Fig-
ure 5, DM, AECS and ES values for Mondrian-R and CANON
are almost the same. The main reason is that both CANON
and Mondrian-R have the same lower and upper bounds as
mentioned earlier. Since DM, AECS and ES measure the
size of equivalence classes, the size of average equivalence
classes and the number of equivalence classes, these metrics
should give almost the same results for both models. The main
contribution of this paper is that CANON presents a proximity-
aware anonymization and also considers data distribution with
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(a) ES Values for Adult Dataset (b) ES Values for Diabetes Dataset

(c) DM Values for Adult Dataset (d) DM Values for Diabetes Dataset

(e) AECS Values for Adult Dataset (f) AECS Values for Diabetes Dataset

(g) GCP Values for Adult Dataset (h) GCP Values for Diabetes Dataset

Fig. 5: Experimental Results
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a distance based manner. Therefore, CANON proposes higher
data utility than Mondrian-R in terms of GCP metric. However,
Mondrian-S provides generally higher ES and lower DM
and AECS values than other two models. If a comparison
is performed for GCP metric, it can be seen that CANON
also presents higher data utility than Mondrian-S, for some k
values.

Experiment 2: Diabetes dataset was employed to verify the
performance of the proposed model. In the right of Figure 5,
the results have shown that CANON and Mondrian-R present
almost the same ES, DM and AECS values, but Mondrian-
S provides different values than these two models. Again,
GCP metric is the key factor to evaluate the performance of
CANON. The GCP results of CANON show lower values than
other two models. Hence, CANON provides better data utility
than Mondrian-R and Mondrian-S for different k values.

Lower GCP values represent that closer data points are
located in each equivalence classes. Therefore, CANON cre-
ates equivalence classes with closer data points compared to
Mondrian-R and Mondrian-S.

VIII. CONCLUSION

This paper successfully introduces a new multidimensional
anonymization model called CANON. The proposed model
uses VP-tree and multidimensional generalization for greedy
partitioning and anonymization, respectively.

CANON is a VP-tree based anonymization model by em-
ploying a distance-based partitioning and distribution-aware
splitting. As can be seen from the results of two datasets that
the proposed model provides higher data utility than Mondrian
for both strategies in terms of GCP metric. CANON takes
data distribution into consideration and creates equivalence
classes including closer data points compared to Mondrian,
and provides better data utility.

For Adult dataset; CANON presents 45.47% and 13.55%
higher data utility than Mondrian for both strategies in terms of
GCP metric. For Diabetes dataset; CANON presents 31.01%
and 37.04% higher data utility than Mondrian for both strate-
gies in terms of GCP metric.

The proposed model introduced in this article is promising
for future works, it can be accepted as a base model for
anonymization and further studies may extend the proposed
model to obtain higher utilities.
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