Skin Lesion Classification Using CNN-based Transfer Learning Model
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Highlights
• This paper focuses on the classification of skin lesions.
• A CNN-based transfer learning is implemented for the classification of skin lesions.
• The efficacy of transfer learning on skin lesion classification is studied.

Abstract
The computer-aided diagnosis (CAD) and the analysis of skin lesions using deep learning models have become common in the last decade. The proposed CAD systems have considered various datasets and deep learning models. The transfer of knowledge from particular pre-trained models to others has also gained importance due to the efficient convergence and superior results. This study presents the design and implementation of a transfer learning model using Convolutional Neural Networks (CNN) with variable training epoch numbers to classify skin lesion images obtained by smartphones. The model is divided into the inner and external CNN models to train and transfer the knowledge, and the preprocessing and data augmentation are not applied. Several experiments are performed to classify cancerous and non-cancerous skin lesions and all skin lesion types provided in the dataset separately. The designed model increased the classification rates by 20% compared to the conventional CNN. The transfer learning model achieved 0.81, 0.88, and 0.86 mean recall, mean specificity, and mean accuracy in detecting cancerous lesions, and 0.83, 0.90, and 0.86 macro recall, macro precision, and macro F1 score in classifying six skin lesions. The obtained results show the efficacy of transfer learning in skin lesion diagnosis.

1. INTRODUCTION

Skin cancer is one of the most common malignancies worldwide. Melanoma and non-melanoma skin cancer incidence rates are increasing [1]. The reports show that more than 55,000 people die annually because of melanoma [2]. Therefore, early detection of skin cancer has vital importance in decreasing mortality rates and supporting therapy for the patients [3]. Due to different appearances of the lesions, there is a limited accuracy in diagnosing melanomas by an expert using visual and clinical inspection [4]. Asymmetry, border, color, and the diameter of the lesions are often used to assess the diagnosis [5]. Dermoscopy is used to increase the visual appearances of the lesions to provide detection of melanomas more accurately [6]. However, the experience of the experts is crucial for the consistent diagnosis of skin lesions.

In AI and deep learning, transfer learning is the use of the knowledge gained by a trained network in a different field in the same way that people transfer their experience from one area to an inexperienced one in real life. In deep learning, different models with different network architectures or training data were trained using millions of images, and the final weights, which are the knowledge of the neural network, were stored. These weights can be used to train other models for a particular problem. This process is known as transfer learning since the new models acquire the previous experiences of the pre-trained models.
Meanwhile, several pre-trained networks such as Visual Geometry Group (VGG) networks (VGG16 and VGG19) [7], Residual Networks (ResNet) [8], InceptionV3 [9], and Densely Connected Convolutional Networks (i.e., DenseNet121) [10] were proposed and implemented based on CNN and effectively used in skin lesion classification tasks. Furthermore, these pre-trained neural networks have been publicly used by researchers that provide the transfer of gained and stored knowledge.

Therefore, the researchers have proposed several computer-aided diagnosis systems (CAD) to detect and classify skin lesions. However, the technological advancements in computers led to the use of deep learning for skin lesion classification, and accurate results were obtained. It is also possible to create, transfer and share the knowledge of a model to other models for a particular problem without using pre-trained networks. Since the knowledge of each neural network is stored, it could be used to train other models by partitioning the data. Tsiakmaki et al. [11] created models and implemented transfer learning using deep neural networks in order to predict student performance.

The primary aims of this study are to design a CNN-based transfer learning model for skin lesion diagnosis on a recent dataset that images acquired by smartphones and analyze the effect of training the data by transferring knowledge within the folds for a particular problem.

The rest of the paper introduces recent studies and the materials and methods of the study in Section 2 and Section 3. The designed transfer learning system is presented in detail in Section 4. Finally, the results and discussions part and the conclusion of the study are presented in Section 5 and Section 6, respectively.

2. LITERATURE REVIEW

Mahbod et al. [2] discussed the effect of transfer learning with multi-scale and multi-network systems to detect and classify skin lesions. In addition, the authors investigated the effect of the size of dermoscopic images based on pre-trained CNN with transfer learning. Khan et al. [12] used multiclass skin lesion detection and classification via Teledermatology. They proposed a hybrid system that fuses the binary images achieved or generated from a 16-layer CNN and segmentation based on the improved high dimension contrast transform. DenseNet201 is used in the classification phase using transfer learning. Rodrigues et al. [13] proposed a new approach to classify skin lesions based on transfer learning, deep learning, and IoT. The authors proposed using transfer learning and deep learning in an IoT system to support the doctors in diagnosing common skin lesions using Convolutional Neural Networks as resource extractors. Several pre-trained networks and machine learning models were considered in their study. Hosny et al. [14] proposed a skin lesion classification system using Transfer Learning and AlexNet. The authors proposed that the parameters of the original model are used as initial values and initialize the weights of the last three replaced layers randomly.

Another study was performed by Zunair and Hamza [15] to detect melanoma using adversarial training and deep transfer learning. The authors proposed their research as two stages. In the first stage, the authors leveraged the inter-class mapping and synthesizing under-represented class samples from the over-represented ones using unpaired image-to-image translation. In contrast, a deep convolutional neural network has been trained in the second stage to classify skin lesions, considering the original training set with the newly synthesized under-represented class samples.

Afza et al. [16] proposed a three-step superpixel and deep learning for skin lesion classification. First, the authors applied contrast enhancement of the dermoscopy image set by fusing the local and global enhanced images and followed by image segmentation. ResNet-50 was applied in the research for the mapped images, and transfer learning was used for the learned features. The extracted features are optimized by the grasshopper optimization algorithm, followed by the Naïve Bayes classifier.

Singhal et al. [17] proposed a model based on the skin lesion classification using transfer learning. The model used four pre-trained networks, Inception v3, ResNet50, DenseNet201, and Inception ResNet v2. The authors trained their networks using seven different classes of skin lesions, and a comparative study was performed. Khatib et al. [18] proposed deep learning-based methods to diagnose skin lesions
In the first stage, a neural network is proposed to differentiate melanoma from benign nevus following the three pre-trained convolutional neural networks in the enumeration order. Then, the CNN architectures were fine-tuned to classify skin lesions using transfer learning.

Rahman and Ami [19] proposed a transfer learning-based approach for skin lesion classification using imbalanced data. The authors used ResNet, Xception, and DenseNet models to classify the skin lesions. Kondaveeti and Edupuganti [20] classified skin cancer images using transfer learning. The authors suggested a model that identifies the most common types of skin lesions. The authors used transfer learning utilizing multiple pre-trained models with class-weighted loss and augmentation techniques in the classification phase using ResNet50.

Jibhakate et al. [21] proposed skin lesion classification using deep learning and image processing. The authors compared the accuracies of convolutional neural networks with a transfer learning-based approach using Wide ResNet101, ResNet50, DenseNet121, and VGG19. Cauvery et al. [22] proposed a multiclass skin lesion classification system using a transfer learning-based convolutional neural network. They used to classify eight different skin lesions.

Islam et al. [23] proposed a deep learning model using image preprocessing. The authors compared the effect of normalization, data reduction, and data augmentation as preprocessing techniques with traditional deep learning. Bian et al. [24] applied multi-view filtered transfer learning on skin lesion classification. The authors proposed a multi-view filtered transfer learning network to represent discriminative information from various image views with a reasonable weighing strategy. In addition, the authors evaluated the importance of images that learn valuable knowledge by neglecting negative samples from the source domain and classified Melanoma and Seborrheic Keratosis.

Kumari and Sharma [25] reviewed recent research on skin lesion classification in their study. The authors discussed skin lesion classification tasks with Convolutional Neural Network according to their accuracy, precision, and other parameters using 13 types of CNN-based models.

The abovementioned skin lesions classification studies achieved accurate results generally for dermatologic images. However, the studies on a dataset of images acquired by smartphones are limited and could support places lacking medical devices and experts.

3. MATERIALS AND METHODS

3.1. Dataset

Contrary to the other skin lesion datasets consisting of dermoscopy images [26], the Dermatological Assistant Program (PAD) at the Federal University of Espirito Santo (UFES)-20 dataset [27] was released to support the CAD research to provide skin disease and cancer detection using the images captured by smartphones. This would yield effective CAD systems in rural areas with difficulties reaching medical equipment and experts [28].

The PAD-UFES-20 dataset consisted of 2298 images of 1373 patients with 1641 skin lesions. The skin lesions were classified as three skin diseases (Actinic Keratosis (ACK), Nevus (NEV, and Seborrheic Keratosis (SEK)) and three skin cancers (Basal Cell Carcinoma (BCC), Melanoma (MEL), and Squamous Cell Carcinoma (SCC)). Table 1 shows the number of images for each skin lesion type, and Figure 1 presents the sample images for each lesion type.

3.2. Convolutional Neural Networks

While the Convolutional Neural Network aims to simulate human beings' visual perception artificially and minimize preprocessing on images, it includes combined feature extraction and learning phases. A conventional CNN has three fundamental layers: convolution, pooling, and fully connected (dense) layers,
where the feature extraction process is performed in convolution and pooling layer, and the classification of the extracted features occurs in fully connected layers.

Table 1. Skin Lesion Types and Number of Images in PAD-UFES-20 Dataset

<table>
<thead>
<tr>
<th>Diagnostic</th>
<th>Number of Images</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basal Cell Carcinoma of skin (BCC)</td>
<td>845</td>
<td>Cancer</td>
</tr>
<tr>
<td>Actinic Keratosis (ACK)</td>
<td>730</td>
<td>Disease</td>
</tr>
<tr>
<td>Melanocytic Nevus of Skin (NEV)</td>
<td>244</td>
<td>Disease</td>
</tr>
<tr>
<td>Seborrheic Keratosis (SEK)</td>
<td>235</td>
<td>Disease</td>
</tr>
<tr>
<td>Squamous Cell Carcinoma (SCC)</td>
<td>192</td>
<td>Cancer</td>
</tr>
<tr>
<td>Malignant Melanoma (MEL)</td>
<td>52</td>
<td>Cancer</td>
</tr>
</tbody>
</table>

Figure 1. Sample skin lesion images, (a) SCC, (b) BCC, (c) MEL, (d) ACK, (e) SEK, and (f) NEV

The feature extraction process is based on the pre-defined size filters applied within the convolutional layers. First, each mask detects the features on the corresponding images. The number of filters used on a single image directly affects the number of extracted features. Also, the size of the filters (i.e., 3x3, 5x5, etc.) defines the part of the image to be considered for the feature extraction instead of the whole image. Then, the activation function, which the Rectified Linear Unit (ReLU) is the common one, is applied to the obtained features to activate the most informative features non-linearly and to create a feature map for each image. The ReLU eliminates the negative values and activates only the positive values. Therefore, it provides faster convergence and decreases the models’ computational cost. Applying activation functions to the features does not only provide effective feature extraction. In addition, it combines the learning and feature extraction process of particular features on spatial coordinates.
A pooling operation is applied to minimize the trainable parameters of the network by selecting the relevant points and reducing the dimension of created feature map based on the pooling type. This reduction operation has a vital effect on CNN by decreasing the size of the extracted features and also decreasing the computational cost of CNN. Pooling operation can be performed on pre-defined sizes using different pooling types (i.e., max-pooling, min-pooling, average-pooling). Min-pooling and average-pooling are based on the minimum and average values of features obtained by the filters, respectively. However, while the max-pooling considers the maximum value of the features that would store the most informative image component, it is the most common pooling type. Finally, the vectorized feature maps are fed to the fully connected layer.

The resultant classification process is performed within fully connected layers using the extracted features in convolutional layers.

3.3. Evaluation Metrics and Experiments

It is common for all classification studies to determine true-positive (TP), false-positive (FP), true-negative (TN), and false-negative (FN) values to measure the success of the model. True-positive and true-negative represent the correctly classified samples for the detected or not detected disease, respectively. Therefore, false-positive shows the wrong classification of the negative sample as positive by the model. On the contrary, false-negative shows the wrong classification of the positive sample as negative.

Some of the standard evaluation metrics for binary (two-class) classification of balanced data are recall (sensitivity), specificity, and accuracy.

The recall is used to measure the ability of the models to predict the input samples with a disease correctly. The formula of the recall is given in Equation (1)

$$Recall = \frac{TP}{TP + FN}.$$  

Contrary to the recall, specificity measures model capability to correctly predict the inputs samples without a disease. The formula of the specificity is given in Equation (2)

$$Precision = \frac{TN}{TN + FP}.$$  

The accuracy is used to observe the general success of the models in using the balanced data. The formula of the accuracy is given in Equation (3).

$$Accuracy = \frac{TP + TN}{TP + TN + FP + FN}.$$  

We considered the Precision, Recall, and F1 scores, which are common evaluation metrics used for balanced and imbalanced datasets in multinomial classification studies.

Precision measures true positives to all positives recognized by the model to measure the models' consistency while detecting the true positives. Equation (4) shows the formula of the precision

$$Precision = \frac{TP}{TP + FP}.$$  

F1-score is the measure of models' general ability and is defined as the harmonic mean of precision and recall, as shown in Equation (5)
In this study, the experiments were performed for two different tasks as binary and multinomial classification.

In the first experiments, a binary classification task was considered to classify the skin lesions as cancerous or non-cancerous. Squamous Cell Carcinoma, Malignant Melanoma, and Basal Cell Carcinoma of skin (BCC) images were bucketed into a cancerous class since the Actinic Keratosis, Melanocytic Nevus of Skin, and Seborrheic Keratosis are combined into non-cancerous class. Therefore, 1089 cancerous and 1209 non-cancerous images were considered in the experiments.

In multinomial experiments, the skin lesion classes were considered as they were provided in the dataset, and the experiments were performed to classify six types of skin lesions independently.

Conventional CNN and CNN-based transfer learning models were employed for both binary and multinomial experiments to compare the results obtained by direct learning and transfer learning. The evaluation of binary class experiments was performed using Sensitivity, Specificity, and Accuracy. In addition, macro-Precision, macro-Recall, and macro-F1 Scores were used to evaluate multinomial experiments.

### 3.4. Implementation of Transfer Learning-based CNN Model

This study used Convolutional Neural Networks with a lighter architecture to employ the transfer learning model for skin lesion detection. All models were trained using a five-fold cross-validation technique. In binary and multinomial classification, the complexity of learning in the network requires different architectures to achieve higher results.

Therefore, several CNN architectures were employed separately to determine the superior one for binary and multinomial experiments. Although CNN models achieved the highest results with the same number of convolutional layers for binary and multinomial experiments, differences occurred in the number of filters in convolutional layers and the number of neurons in the dense layer.

A CNN model that included two convolutional layers with 32 and 16 filters and three fully connected layers with 64, 16, and 2 neurons, respectively, was determined as superior architecture for binary classification experiments (CNN Model A).

For multinomial experiments, the architecture of the final CNN model included two convolutional layers with 64 and 32 filters and three dense layers with 128, 32, and 6 neurons, respectively (CNN Model B). Table 2 summarizes the experiments, types, and considered models.

<table>
<thead>
<tr>
<th>Experiment Name</th>
<th>Type</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary-CNN</td>
<td>Binary Classification</td>
<td>CNN Model A</td>
</tr>
<tr>
<td>Binary-TL</td>
<td>Binary Classification</td>
<td>CNN Model A</td>
</tr>
<tr>
<td>Multi-CNN</td>
<td>Multinomial Classification</td>
<td>CNN Model B</td>
</tr>
<tr>
<td>Multi-TL</td>
<td>Multinomial Classification</td>
<td>CNN Model B</td>
</tr>
</tbody>
</table>

Commonly for all experiments, all filters were implemented with a size of 3x3, and 2x2 maximum pooling was applied to each layer. In addition, 10% of drop out was considered for each layer to prevent overfitting during the convergence. The 'Adam' optimizer was considered during the weight updating.

The conventional CNN models were trained for 100 epochs for all experiments, however, the transfer learning models were trained using variable epoch numbers. The epoch numbers were started from 100 and
increased by 20 for each fold. Therefore, the last fold of each experiment for the transfer learning model was 20.

The mini-batch was used as 32, and the color input images were fed to the models in 100x100 dimensions. Figure 2 shows the architecture of the CNN model considered in the multinomial experiments. Table 3 presents the common parameters of the CNN models considered in the experiments.

**Table 3. Common parameters of CNN models**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter Size</td>
<td>3x3</td>
</tr>
<tr>
<td>Drop-out for each layer</td>
<td>10%</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Mini-batch size</td>
<td>32</td>
</tr>
<tr>
<td>Input image size</td>
<td>100x100</td>
</tr>
<tr>
<td># of Training epochs (without TL)</td>
<td>100</td>
</tr>
<tr>
<td># of Training epochs (with TL)</td>
<td>variable</td>
</tr>
</tbody>
</table>

**Figure 2. Considered CNN architecture of models**

The transfer learning model was obtained by transferring the weights of CNN models obtained from the training folds in the five-fold cross-validation to the next training, which was applied by including the fold used as the test fold in the previous training.

First, the dataset was split into 5x5 folds, as external and inner, using five-fold cross-validation, and five external models with five inner transfer models were created. While the inner models are single-run five-fold cross-validation, each external model was linked together to include five internal models for each.

In this way, the knowledge of previous inner models was transferred to the next model with added new images, and the training of the next model was performed. This yielded the training of each external model using the pre-trained images with the different combinations of training data for each inner model.

In order to change the training and testing data dynamically, the internal test folds were altered according to the standard procedure at each training. In the training of internal models, the test fold of the corresponding external model was not included in the training data, and only the training folds were considered. In this way, the external folds were used as the untrained test image source of the models. Then, the internal models transferred the weights of each finalized training to the next training. Thus, while the inner folds were rapidly transferring weight between themselves, no weight transfer was made between the external models, only the data was changed to provide all images to be considered both during the train and test phase.
The evaluation of the model was performed by calculating the mean of the abovementioned metrics for the external test folds results. The models were trained according to the variable epoch number since the excess epoch number may cause overfitting in each increment of the inner models because of the knowledge provided by transfer learning. While Inner Model 1 was trained with 100 epochs, the number of training epochs was shortened by 20 epochs in each inner model increment. Therefore, Inner Model 1, Inner Model 2, Inner Model 3, Inner Model 4, and Inner Model 5 were trained with 100, 80, 60, 40, and 20 epochs, respectively. Figure 3 shows the block diagram of the transfer learning model in detail.

5. EXPERIMENTAL RESULTS AND DISCUSSIONS

This section presents the results obtained for binary and multinomial classification tasks and the discussions on the results. As mentioned above, the experiments were performed for binary and multinomial classification and conventional CNN without transfer learning, and the designed CNN-based transfer learning was considered in the experiments. Furthermore, all experiments were performed using the five-fold cross-validation technique.

5.1. Experimental Results

The CNN model with lighter architecture and without transfer learning in binary experiments (cancerous or non-cancerous) obtained 0.70, 0.66, and 0.68 mean recall, mean specificity, and mean accuracy. In the same experiment, the transfer learning model achieved 0.81, 0.88, and 0.86 mean recall, mean specificity, and mean accuracy and provided 0.114, 0.226, and 0.184 improvements.

As mentioned above, the CNN models with different parameters were considered in multinomial experiments. As a result, the CNN model without transfer learning obtained 0.676, 0.643, and 0.701 macro F1 Score, macro Recall, and macro Precision. On the other hand, contrary to the lower results obtained without transfer learning, the transfer learning model achieved 0.865, 0.839, and 0.9030 macro F1 Score, macro Recall, and macro Precision. Table 4 shows the obtained results for binary and multinomial classification experiments.

5.2. Grad-Cam Analysis of the Results

Gradient-weighted Class Activation Mapping (Grad-CAM) [29] visualizes the points at which the network is activated for target classes. It uses gradients that flow to the last convolution layer of the convolutional neural network and understands the importance of each neuron for a target decision.

Even though we could not determine how the network learns these points, it provides valuable information about the network outputs to observe the points that affect the decisions.

In this study, we performed Grad-Cam analysis to analyze the effect of transfer learning on the untrained data. The Grad-Cam results of the first inner model of the multinomial experiments were compared to the last inner model. The first inner model was the initial model and did not include any transferred knowledge, however, the last inner model gained knowledge by transferring the previous weights.

The analysis of Grad-Cam results showed that the gained knowledge and the improved classification rates caused transfer learning models to focus the features more particularly than the initial model. The improved recognition rates provided by transfer learning eliminated the activation of irrelevant features on the spatial coordinates, allowing the researcher to better understand the diagnostic decisions of artificial intelligence models.

Figure 4 demonstrates the difference between the initial inner model activations and the final inner model activations using the small values of the gradients. The presented images show how the irrelevant regions could activate the initial model. In contrast, the final inner model minimized the irrelevant regions and focused particularly on the lesion regions within the images.
Table 4. Results of the study

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean Recall</th>
<th>Mean Specificity</th>
<th>Mean Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary-CNN</td>
<td>0.70</td>
<td>0.66</td>
<td>0.68</td>
</tr>
<tr>
<td>Binary-TL</td>
<td>0.81</td>
<td>0.88</td>
<td>0.86</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Macro Recall</th>
<th>Macro Precision</th>
<th>Macro F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-CNN</td>
<td>0.64</td>
<td>0.70</td>
<td>0.67</td>
</tr>
<tr>
<td>Multi-TL</td>
<td>0.83</td>
<td>0.90</td>
<td>0.86</td>
</tr>
</tbody>
</table>

5.3. Discussions

It is common knowledge that obtaining pre-trained knowledge during the new training is beneficial for the neural networks for particular cases [30]. Therefore, even though various transfer learning studies have been performed, the researchers generally focus on transferring knowledge from the pre-trained deep models such as Res-Net models instead of the lighter CNN model.

Both binary and multinomial classification experiments showed that obtaining and transferring knowledge through the training folds increased the rates of skin lesion diagnosis up to 21% compared to the direct learning model. In addition, the Grad-Cam analysis of the results demonstrated how the ability of the models was improved and focused on the region of interest while transferring knowledge and increasing the classification accuracy.

The results of this study were obtained without any preprocessing and data augmentation procedure, therefore, the effect of transfer learning for skin lesion diagnosis was demonstrated using the raw images.
Figure 4. Grad-Cam analysis of the results (small values)

Table 5. Performance comparison of the suggested model with the models in literature

<table>
<thead>
<tr>
<th>Relevant Research</th>
<th>Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Krohling et al. [31]</td>
<td>85%</td>
</tr>
<tr>
<td>Pacheco and Krohling [32]</td>
<td>80%</td>
</tr>
<tr>
<td>Karthik et al. [33]</td>
<td>84.7%</td>
</tr>
<tr>
<td>Khan et al. [34]</td>
<td>76%</td>
</tr>
<tr>
<td>Khan et al. [34] (with clinical features)</td>
<td>78%</td>
</tr>
<tr>
<td>Our study</td>
<td>86%</td>
</tr>
</tbody>
</table>
Table 5 shows the comparison of relevant research papers and their accuracies. Krohling et al. [31] performed experiments similar to the binary classification experiments of this study with the addition of clinical information of the patients. Their study achieved 85% of balanced accuracy.

Pacheco and Krohling [32] investigated the effect of using patients' clinical information in the diagnosis of skin lesions. Their study showed that considering clinical information with the skin lesion images significantly increased the classification rates. The precision, recall, and F1 scores were achieved as 0.80, 0.78, and 0.79, respectively, for the multinomial experiments considered in this study.

Karthik et al. [33] proposed an efficient channel attention-based convolutional neural network for skin disease classification. The proposed network is used with 16 M parameters to classify the disease. The proposed research was performed on four classes: acne, actinic keratosis (AK), melanoma, and psoriasis with an overall testing accuracy of 84.70%.

Khan et al. [34] performed the experiments considering skin lesions and skin lesions with clinical features. The authors proposed a Remote Diagnosis and Triaging Model to detect skin cancer using EfficientNet and Extreme Gradient Boosting algorithms. The authors achieved an accuracy of 76% and 78% using clinical features.

The recent research and the obtained results showed that balancing the data and using clinical information of the patients are valuable to increase the classification rates. However, transfer learning improved the results significantly, even though the preprocessing, data augmentation and clinical information were not considered in the experiments.

Proper preprocessing, data augmentation, and feeding patient information to the CNN model by combining the transfer learning model require further investigation to improve the recognition rates.

6. CONCLUSION

The classification of skin lesions has great importance in providing early diagnosis, treatment, and precautions. Since the deep learning models have strong abilities to classify images for a particular problem, they were implemented, proposed, and performed this task accurately, particularly within the last decade. In addition, the use of transfer learning improves models’ convergence and therefore provides a more accurate classification of the labels.

In this paper, we designed a transfer learning model using the conventional CNNs and performed binary (cancer vs. non-cancerous) and multinomial (six lesions) classification on the recently released dataset without applying preprocessing, data augmentation, and without considering the patients' information during the training.

The obtained results demonstrated the significant effect of transfer learning by increasing the classification rates by more than 20% compared to conventional models. The CNN-based transfer learning model achieved 0.86, and 0.86 mean accuracy and F1 score for binary and multinomial classification of skin lesions.

The efficacy of transfer learning is demonstrated once more, and its effect on the skin lesion classification is shown.

Our future work will focus on improving the obtained results by preprocessing images and increasing the number of images using data augmentation.
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