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Abstract
In this paper we report numerical results with respect to a certain Hopfield-type three-neurons network, where
the activation function is of the type hyperbolic tangent function. Specifically, we investigate a place in a
two-dimensional parameter-space of this system where typical periodic structures, the so-called shrimps, are
embedded in a chaotic region. We show that these periodic structures are self-organized as a spiral that coil up
toward a focal point, while undergo period-adding bifurcations. We also indicate the locations along this spiral in
the parameter-space, where such bifurcations happen.
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1. Introduction
A Hopfield neural network [1] is an important mathematical model in artificial neurocomputing [2]. It is a continuous-time
nonlinear dynamical system which is modeled by a set of n autonomous first-order nonlinear ordinary differential equations
given by

Ciẋi =−
xi

Ri
+

n

∑
j=1

wi jv j + Ii, i = 1,2, . . . ,n, (1.1)

where v j = f j(x j), xi are real dynamical variables, Ci, Ri, and Ii are control parameters, and wi j are the elements of an n×n
matrix, namely the weight matrix or the connectivity matrix, which describes the strength of the connections between the
n neurons that make up the network. The neuron activation function f j(x j) is a bounded monotonic differentiable function
usually represented by any smooth function.

A low-dimensional form of the mathematical model (1.1) is investigated here, namely the one concerned with a system
composed of three neurons, and whose behavior depends on two control parameters, α and γ , and which is given by

ẋ1 =−x1 +1.5 f1(x1)+2.9 f2(x2)+α f3(x3),

ẋ2 =−x2−1.5 f1(x1)+1.18 f2(x2), (1.2)
ẋ3 =−x3 + γ f1(x1)−22 f2(x2)+0.47 f3(x3).
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To obtain system (1.2), we consider in system (1.1) the weight matrix equal to 1.5 2.9 α

−1.5 1.18 0
γ −22 0.47

 ,

n = 3, Ci = Ri = 1 and Ii = 0, for i = 1,2,3. The neuron activation function considered in our study, which defines the
nonlinearity in system (1.2), is a single hyperbolic tangent function given by f j(x j) = tanh(x j), plotted in Fig. 1.1 in order to
illustrate.

Figure 1.1. The hyperbolic tangent activation function that stands for the nonlinearity in system (1.2).

Huang and Huang [3] present various results concerning system (1.2), with the parameter α kept fixed at 0.8, involving
mainly Lyapunov exponents, bifurcation diagrams, and attractors in the phase-space. Periodic and chaotic attractors were
reported in [3], as a function of an other parameter (β ), namely that which is the coefficient of the term f1(x1) in the ẋ2
equation in system (1.2). Therefore, the investigation carried out concerning system (1.2) and reported in [3] considered
only a small quantity of points in a two-dimensional (α ,β ) parameter-space, more specifically those points located along the
straight line α=0.8. A system similar to system (1.2), with a different weight matrix was presented by Chen and co-workers [4].
This time the dynamics of the system was investigated again varying only one parameter, by means of Lyapunov exponents
spectra, phase-space portraits, and bifurcation diagrams. The authors present a numerical verification of the existence of a
horseshoe in this system, for a certain parameter value. Lyapunov exponents spectrum, power spectrum, bifurcation diagrams,
and topological horseshoe theory were used by Zheng and co-workers [5] to numerically investigate another three-neuron
one-parameter chaotic Hopfield-type network with the hyperbolic tangent as the activation function. The existence of a
horseshoe in the system was proved for a certain value of the variable parameter.

A two-dimensional parameter-space of system (1.2) was investigated by Mathias and Rech [6, 7]. However, the parameters
and/or ranges of parameters considered there are different from those we consider here. Reference [6] also considers a
piecewise-linear function as the activation function, by replacing the hyperbolic tangent function. The parameter-spaces
obtained by using the two activation functions, obviously one at a time, are compared in Mathias and Rech [6], being the
existence of organized periodic structures embedded in chaotic regions verified in both cases.

The main objective in this work is to investigate a particular region of the two-dimensional (α ,γ) parameter-space of
system (1.2), where we have detected a spiral periodic structure that coil up toward a focal point, while undergo period-adding
bifurcations. More specifically, we are interested in making a numerical estimate of the location of the points along this spiral,
where the involved bifurcations occur. The paper is organized as follows. In Sect. 2 we present and discuss a parameter-space
diagram related with the model (1.2), which show different colored regions signifying different dynamical behaviors, namely
chaotic and periodic. Finally, concluding remarks are given in Sect. 3.

2. Numerical Results
Figure 2.1(a) shows a global view of the (α,γ) parameter-space of system (1.2), namely for 0.4≤ α ≤ 1.2 and −5≤ γ ≤ 15,
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Figure 2.1. (a) Global view of the (α,γ) parameter-space of system (1.2), showing different dynamical behaviors. (b)
Amplification of the boxed region in (a). Numbers refer to periods (see the text).

while in Fig. 2.1(b) one can see a particular region, that within the boxed region in Fig. 2.1(a) for which 1.00≤ α ≤ 1.17 and
9.44≤ γ ≤ 12.28. Color in diagrams of Fig. 2.1 is related to the magnitude of the respective largest Lyapunov exponent (LLE).
A positive LLE is indicated by a continuously changing yellow to red color, a negative LLE is indicated by a continuously
changing white to black color, and the black color itself indicates a zero LLE, according to the scale shown in the column at
right side in the diagram. Therefore, each point in Fig. 2.1 was painted according to the dynamical behavior presented, which
was characterized by the related LLE. A chaotic region, for which the LLE is greater than zero, is painted in yellow-red, while a
periodic region, for which the LLE is equal to zero, is painted in black.

Diagrams in Fig. 2.1 were obtained by computing the LLE on a grid of 103× 103 (α,γ) parameters, always using an
algorithm based in that present in Wolf and co-workers [8]. For each of the one million parameter sets (one million points in
each diagram of Fig. 2.1), system (1.2) was integrated by using a fourth order Runge-Kutta algorithm, with a fixed time step
size equal to 10−2, being dropped the first 1×106 integration steps, regarded as a transient. For the computation of the average
involved in the calculation of each one of the one million LLE, were considered the subsequent 1×106 integration steps.

Integrations were performed along lines of a constant parameter γ , starting always at the minor value of the parameter α .
For instance, the diagram in Fig. 2.1(b) was constructed from an arbitrary initial condition for a fixed pair of parameters, in fact
the two lowest α = 1.00 and γ = 9.44. The variables (x1,x2,x3) at the end of the integration for this pair of parameters were
used to initialize the integration for the next pair, and so forth up to the highest value of both parameters, namely α = 1.17 and
γ = 12.28, be achieved. In other words, the procedure following the attractor along lines of fixed γ was used.
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Both diagrams in Fig. 2.1 show dynamical behaviors of the Hopfield neural network (1.2), where we identify an intricate
mixture of chaotic and periodic regions, represented respectively by yellow-red and black colors. They indicate how variations
in the connection weight α , between third and first neurons, and γ , between first and third neurons, affect the dynamical
behavior of the system (1.2). Figures 2.1(a) and 2.1(b) may be interpreted, each one of them, as presenting a chaotic region, in
yellow-red, with several periodic regions in black, embedded in it. In other words, as the parameters α and γ are varied, we
may observe regions on the (α,γ) parameter-space, where periodic structures appear embedded in a chaotic region.

Numbers identifying some periodic structures in black in Fig. 2.1(b) refer to the lower period (henceforth referred as period)
of the respective structure, once bifurcations may occur when we move from the center to the periphery of each periodic
structure. Period here is assumed as being the number of local maxima of the variable x3, represented by X3, in one complete
trajectory on the phase-space attractor.

Some features, concerned with the above-mentioned periodic structures embedded in the chaotic region of the (α,γ)
parameter-space in Figs. 2.1(a) and 2.1(b), deserve prominence and will be discussed in the continuation. For instance, it
is remarkable the arrangement of periodic structures in the form of a spiral, that appears embedded in the chaotic set inside
the boxed region in Fig. 2.1(a), and that appears amplified in Fig. 2.1(b). Note in Fig. 2.1(b) that this spiral structure coil up
clockwise around a focal point marked with the plus sign in green, where the spiral itself initiates or terminates. By walking
clockwise along this spiral in Fig. 2.1(b), moving along the leg joined to the period-7 structure at the lower portion of the
parameter-space, we arrive at the period-9 structure at the upper portion. Continuing the moving, now from this period-9
structure, along the leg joined to it, we arrive at the period-9 structure at the lower portion. As can be concluded from inspection
of Fig. 2.1(b), this behavior is recurrent, and the result is the . . .7→ 9→ 9→ 11→ 11→ 13→ 13→ . . . periodic sequence,
as we move along the legs of the periodic structures, closer and closer to focal point of the spiral. Therefore, this result may be
interpreted as a period-adding sequence, whose increment in the period is equal to two, as the spiral is covered towards its focal
point.

Numbers identifying the periods of some structures in Fig. 2.1(b) were determined with the assistance of the bifurcation
diagram in Fig. 2.2, which was constructed by considering points along the red straight line γ = 22.11α−12.50 in Fig. 2.1(b),

Figure 2.2. Bifurcation diagram for points along the red straight line γ = 22.11α−12.50 in Fig. 2.1(b), with 1.03293≤ α ≤ 1.13337. For each value of α

was plotted the number of local maxima of the variable x3, namely X3, in one complete trajectory on the phase-space attractor.

for 1.03293 ≤ α ≤ 1.13337. Diagram in Fig. 2.2 considers the number of local maxima of the variable x3 in one complete
trajectory on the phase-space attractor, as a function of the parameter α . For each of the 103 values of the parameter α , were
plotted 60 values of the local maximum X3. As can be easily checked, each periodic window in Fig. 2.2 is related to a periodic
structure of same number and position in Fig. 2.1(b).

Such spiral organization was observed before in different systems, modeled by different sets of nonlinear first-order ordinary
differential equations, involving different mathematical functions. Some examples include electronic circuits [9, 10, 11], the
Rössler model [12], a chemical oscillator [10], modified optical injection semiconductor lasers [13], a tumor growth model [14],
an ecological model [15], the Lorenz-Stenflo system [16], and a thermal convection system [17], just to mention a few. The
global mechanism behind the origin of the spiral organization of periodic structures in two dimensional parameter-spaces
was reported simultaneously by Barrio and co-workers [18] and Vitolo and co-workers [19], having already been carried out
experimental observation of such structures in electronic circuits [20].

Figure 2.3(a) shows the same particular region of the (α,γ) parameter-space of system (1.2) shown in Fig. 2.1(b), namely
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Figure 2.3. Both diagrams show periodic and chaotic behaviors in the (α,γ) parameter-space of system (1.2), with a hyperbolic
tangent as the neuron activation function. Orange, red, blue, and green are associated respectively to periods 5, 7, 9, and 11.

for 1.00 ≤ α ≤ 1.17 and 9.44 ≤ γ ≤ 12.28, while in Fig. 2.3(b) is shown an enlargement of the region inside the box in
Fig. 2.3(a), for 1.055≤ α ≤ 1.11 and 10.1≤ γ ≤ 11.3. Both plots are periodicity diagrams in the (α,γ) parameter-space, i.e.,
the dynamical characterization of each point was made by using the period of the related trajectory in the phase-space, instead
of the LLE. Therefore, each diagram in Fig. 2.3 provide us with more information than the one in Fig. 2.1(b), since the former
discriminate different periodic regions and chaos, while the second only discriminate chaotic and periodic regions. As we
said before, period is defined as the number of local maxima of the variable x3 in one complete trajectory on the phase-space
attractor. A period-k orbit is detected when |(X3)k− (X3)0|< |(X3)0/103|, k = 1,2, . . . .

Color in diagrams of Fig. 2.3 is related to the period of the respective structure. Period-5, period-7, period-9, and period-11
structures are painted respectively in orange, red, blue, and green. Structures with other period values are painted in white, as
well as the chaotic regions. As before in obtaining diagrams in Fig. 2.1, system (1.2) was integrated by using a fourth order
Runge-Kutta algorithm, with a fixed time step size equal to 10−2, being dropped the first 1×106 integration steps, regarded as
a transient. After this integration time, subsequent few integration steps were considered to determine the period for each pair
of parameters (α,γ) in diagrams of Fig. 2.3.

In addition to discriminating different periods and chaos, diagrams in Fig. 2.3 provide us with additional information
regarding the bifurcations that occur as the spiral is traversed in the direction of its focal point. As can be seen in Fig. 2.3(a),
the bifurcation 7→ 9 occurs along the leg joining the period-7 and period-9 structures, where the color changes from red
to blue. Figure 2.3(b) shows that the bifurcation 9→ 11 occurs along the leg joining the period-9 and period-11 structures,
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where the color changes from blue to green. Enlargement in an suitable region of Fig. 2.3(b) would show the location of the
bifurcation 11→ 13, along the leg joining the period-11 and period-13 structures. Continuing with this procedure, i.e., by
producing enlargement in a suitable region of the previously obtained figure, which is not shown here, it would be possible
to see the location of the bifurcation 13→ 15. Therefore, it is not difficult to conclude that the locations of the bifurcations
13→ 15, 15→ 17, 17→ 19, and so on, can be determined by considering different length scales in the (α,γ) parameter-space
of system (1.2), i.e., by considering diagrams resulting from enlargements of enlargements in Fig. 2.3(b).

3. Summary
In this work we have investigated a Hopfield-type three-neurons network, with a hyperbolic tangent function as the activation
function. We have found a place in a two-dimensional parameter-space of this system, where typical periodic structures,
the so-called shrimps, are embedded in a chaotic region, organized themselves in a spiral that coil up toward a focal point,
while period-adding bifurcations occur. We have indicated the location along this spiral in the parameter-space, where these
bifurcations happen.
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