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Abstract 

 

Brain tumors are common tumors arising from parenchymal cells in the brain and the 

membranes that surround the brain. The most common brain tumors are glioma and 

meningioma. They can be benign or malignant. Treatment modalities such as surgery and 

radiotherapy are applied in malignant tumors. Tumors may be very small in the early stages 

and may be missed by showing findings similar to normal brain parenchyma. The correct 

determination of the localization of the tumor and its neighborhood with the surrounding vital 

tissues contributes to the determination of the treatment algorithm. In this paper, we aim to 

determine the classification and localization of gliomas originating from the parenchymal cells 

of the brain and meningiomas originating from the membranes surrounding the brain in brain 

magnetic resonance images using artificial intelligence methods. At first, the two classes of 

meningioma and glioma tumors of interest are selected in a public dataset. Relevant tumors are 

then labeled with the object labeling tool. The resulting labeled data is passed through the 

EfficientNet for feature extraction. Then Path Aggregation Network (PANet) is examined to 

generate the feature pyramid. Finally, object detection is performed using the detection layer 

of the You Only Look Once (YOLO) algorithm. The performance of the suggested method is 

shown with precision, recall and mean Average Precision (mAP) performance metrics. The 

values obtained are 0.885, 1.0, and 0.856, respectively. In the presented study, meningioma, 

and glioma, are automatically detected. The results demonstrate that using the proposed 

method will benefit medical people. 
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1. INTRODUCTION 

 

Brain tumors are tumors with high morbidity 

and mortality, the frequency of which 

increases with age. They are masses of cells 

that proliferate abnormally and uncontrollably 

in the brain. Primary brain tumors develop 

from the parenchymal components of the 

brain, or the membranes that surround the 

brain called the meninges. The most common 

primary brain tumors are gliomas originating 

from neuroepithelial cells and meningiomas 

originating from the membranes surrounding 

the brain. Gliomas are the most usual brain 

tumors that develop from neuroglial cells such 

as astrocytes, oligodendrocytes, and 

ependymal cells, and they can be benign or 

malignant [1, 2]. Meningiomas are mostly 

benign and constitute approximately 20% of 

brain tumors. They are extra-axial tumors 

because they arise from the membranes 

surrounding the brain [3]. Gliomas are more 

common in men and meningiomas in women. 

The main imaging modalities used in the 

identification of brain tumors are computed 

tomography (CT) and magnetic resonance 

imaging (MRI). The advantages of magnetic 

resonance imaging are its high soft-tissue 

resolution, noninvasiveness, and no radiation. 

Computed tomography is especially used in 

emergent pathologies such as bleeding, 

hydrocephalus, herniation, and for the 

determination of tumor calcification [4, 5]. 

With conventional MRI of the brain, the 

localization, borders and spread of the tumor 

are determined and treatment is planned. 

However, sometimes the imaging findings of 

tumors do not allow adequate anatomical 

detailing and it may be difficult to detect the 

tumor [6, 7].  

 

The brain tumor is a common tumor with 

serious consequences. In this respect, it should 

be determined correctly. Routinely, 

radiologists and clinicians may encounter 

some difficulties when performing this 

procedure. In addition, the lack of experience 

of doctors may increase the rate of error. 

Therefore, the use of computer-assisted 

technology has become necessary to 

overcome these limitations. In this study, an 

expert system using artificial intelligence-

based deep learning architecture, which 

detects the presence and localization of the 

tumor region on brain MR images, has been 

studied. 

 

The study aims to determine the type of 

glioma and meningioma, which are the most 

common brain tumors, and in which regions 

they are located on MR images. A public 

dataset is labeled by an expert radiologist with 

ten years of experience [8]. Although the 

classification of brain tumors is widely 

studied, the studies determining the type and 

location of the tumor are not common. The 

knowledge of the location of the relevant 

region also provides convenience to the 

doctors.  

 

Figure 1 shows the draft of the proposed 

model. Using the applied method, the two 

types of brain tumors are found with high 

accuracy. The performance of the method is 

evaluated according to performance metrics 

such as precision, recall, and mAP. 

 

 
Figure 1 Draft diagram of the proposed model 

 

The organization of the work is as follows. In 

section 2, artificial intelligence-based 

methods for the detection of brain tumors are 

given. In the third section, the dataset used and 

the proposed method are presented. The 

fourth section includes the experimental 
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results of the method. Finally, the results of 

the study are evaluated in section 5. 

 

2. LITERATURE 

 

Brain tumor classification, segmentation, and 

detection are the most studied topics in 

medical image processing. G. Garg et al. [9] 

intend to determine the tumor region's area 

and identify brain tumors as benign or 

malignant. For this, a hybrid ensemble method 

based on the Majority Voting Method is 

proposed, which employs Random Forest, K-

Nearest Neighbor, and Decision Tree. First, 

Otsu's Threshold method is used to segment 

the data. The Stationary Wavelet Transform, 

Principal Component Analysis, and Gray 

Level Co-occurrence Matrix are used to 

extract thirteen features for classification. The 

hybrid ensemble classifier (KNN-RFDT) is 

used for classification, which is based on the 

majority voting method. In general, it is 

intended to improve traditional classifier 

performance rather than going deep learning. 

In the dataset of 2556 images, the proposed 

method had an accuracy of 97.305 percent.  

 

V. V. Kumar and P. G. K. Prince [10] use 

Deep belief network and Quadratic Logit 

BoostClassifier (DBNQLBC) technique for 

brain tumor detection. The proposed 

technique includes differen types of layers 

such as input layer, hidden layers and output 

layer. The method yielded 70.83% Specificity 

on 250 MRI images The RCNN technique was 

proposed by N. Kesav and M.G. Jibukumar 

[11] for brain tumor classification and tumor-

type object detection. Two publicly available 

datasets were used to analyze the architecture. 

First, Dual Channel CNN, a low-complexity 

architecture, is used to distinguish between 

glioma and meningioma tumor MRI samples. 

The same structure is then used as a feature 

extractor of an RCNN to detect tumor regions 

in the previously classified Glioma MRI 

sample. Bounding boxes are utilized to define 

the tumor region. The methodology yielded a 

confidence level of 98.83 percent on average. 

M. F. Khan, et al. [12] used AdaBoost and 

random forest algorithms to classify brain 

tumors. In the related dataset, 95% accuracy 

was obtained for the AdaBoost algorithm, 

while 89% accuracy was obtained for the 

Random Forest algorithm. 

 

In [13], the Whale Harris Hawks optimization 

(WHHO) method is proposed for detecting 

brain tumors using MR images. Cellular 

automata and rough set theory are used for 

segmentation. Tumor size, Local Optically 

Oriented Pattern, Mean, and Variance are 

extracted from segments. A deep 

convolutional neural network is utilized to 

detect brain tumors, with training using the 

recommended WHHO. The proposed WHO is 

created by combining the Whale optimization 

algorithm (WOA) and the Harris hawk 

optimization algorithm (HHO). The WHO-

based DeepCNN has a maximum accuracy of 

81.6%, a maximum specificity of 79.1%, and 

a maximum sensitivity of 97.4%. 

 

The authors in [14] offer a method for 

identifying brain tumors that relies on a deep 

autoencoder and spectral data augmentation. 

Brain images were subjected to 

morphological cropping in order to downsize 

and decrease noise. The data space problem 

with feature reduction is then resolved using 

the discrete wavelet transform (DWT). For 

easier feature extraction and categorization of 

images of brain tumors, a dense layer is lastly 

proposed. The proposed algorithm gave 97% 

accuracy and 99.46% AUC ROC score. 

 

Q. Chuandong, et al. [15] proposed a shared 

memory-based parallel optimization approach 

to resolve the SVM classifier for brain tumor 

identification. First, the wavelet transform 

method is utilized to compare the features of 

the extracted brain tumor MR image using the 

HOG algorithm. After, SVM was used as a 

classifier. Finally, the classifier solution is 

proposed and applied using the SMP-SGD, 

SMP-Momentum, SMP-Adagrad, and SMP-

Adam algorithms. According to experimental 
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findings, the HOG algorithm extracts MRI 

features of brain tumors more successfully 

than the discrete wavelet transform technique. 

The SMP-SGD method that was suggested 

offered 96% accuracy. 

 

S. Sangeeta and H. Nagendra [16] aimed to 

classify brain tumors as meningiomas, 

gliomas, and pituitary. For this purpose, K 

means and Fuzzy C-Means Clustering (FCM) 

algorithms were used. In the study where the 

two methods were compared, both reached 

80% accuracy. In addition, K means 

performed better in terms of processing time. 

 

M. Arif et al. [17] classify the brain glioma 

tumor or a meningioma tumor. In the paper, a 

deep learning classifier and Berkeley's 

wavelet transform (BWT)-based technique 

are suggested. Using the gray level co-

occurrence matrix (GLCM) method, 

significant features are retrieved from each 

segmented tissue, and then those features are 

optimized using a genetic algorithm. The 

method achieved 98.5% accuracy on MRI 

brain images (normal, abnormal) from 66 

patients. 

 

G. Ramkumar et al. [18] suggested a novel 

method and strategy based on the Deep CNN 

Algorithm (DCNNA). A fuzzy-based strategy 

is also inserted to the suggested segmentation 

processing steps in brain tumor 

classifications, increasing the accuracy of the 

proposed DCNNA approach. 

 

In [19], human brain images are classified as 

normal, benign, and malignant tumors. 

Preprocessing and Segmentation, Feature 

Reduction, and Feature Extraction and 

Classification are the four stages of the 

system. The Threshold function is used to 

process preprocessing and segmentation in the 

first stage. The features associated with MR 

images are obtained in the second step by 

employing the discrete wavelet transform. 

The third step includes of Principal 

component analysis, which is used to reduce 

the MRI features to more essential features. 

The final stage is the classification, in which a 

classifier KSVM is used to classify the site of 

infection in the brain tumor. The method 

obtained an accuracy of around 90%. 

 

M. Jian et al. [20] proposed a tumor detection 

method for MRI brain images based on 

salience modeling. First, to overcome the 

skull effect, the morphological method was 

used to strip the skull of MRI brain images. 

Next, a basic local contrast-based salience 

detection method is introduced to enhance 

foreground regions that make it easier to 

obtain the lesion site. Eventually, noise 

removal, segmentation, and morphological 

methods are utilized to improve the results. 

 

M. K. Islam et al. [21] proposes a brain tumor 

detection scheme based on the superpixel, 

template-based K-means algorithm, and PCA. 

At first, basic features are extracted using 

PCA. The image is then enhanced using a 

filter that helps enhance accuracy. Lastly, 

segmentation to detect brain tumors is 

performed via the TK-vehicle clustering 

algorithm. The proposed detection scheme 

showed 95% success for detecting brain 

tumors on MR images. 

 

There are numerous papers in the literature on 

the detection of brain tumors. A large part of 

these studies focuses only on the presence of 

the tumor. Some classify tumors according to 

their types but are not concerned with the 

knowledge of where the tumor is.  Our 

motivation is to suggest an artificial 

intelligence-based system to assist doctors. 

For this purpose, the type and localization of 

the two most common tumors are determined. 

 

3. METHODOLOGY 

 

In this section, information about the data set 

utilized and the proposed method are detailed. 
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3.1. Data Set 

 

In the presented study, we use a dataset 

consisting of a total of 4 classes containing 

brain MRI images [22]. In the classes, images 

of the normal brain, images of glioma tumors 

originating from neuroepithelial cells, images 

of meningioma tumors originating from the 

membranes of the brain, and images of 

pituitary tumors originating from the sellar 

region are available, respectively. 

The dataset was examined by a specialist 

radiologist. The class with normal brain MR 

images and the class with pituitary tumors in 

the sellar region were excluded from the 

study. Images of glioma and meningioma, the 

two most common classes of brain tumors, 

were also analyzed, and postoperative MR 

images and images with poor image quality 

and artifacts were excluded from the dataset. 

Some examples of such images are given in 

Figure 2. As a result, the dataset to be applied 

to the method consists of 602 glioma and 818 

meningioma images. The images to be used 

are labeled with the labelImg [23]. Examples 

of original and labeled images of the dataset 

are given in Figure 3.  

 

 
Figure 2 Samples of images extracted from the 

dataset 

 

 

 
Figure 3 Samples of original and labelled images of the data set. 

 

3.2. Convolutional Neural Network (CNN) 

 

CNN are multi-layer architectures based on 

deep learning, which is a popular technique of 

recent times. CNN provides classification by 

extracting the characteristics of the labeled 

training data. CNN models are frequently 

used in image processing in academic and 

scientific areas. CNN architecture has 

convolution, pooling, and fully connected 

layers, etc. The convolution function is 

presented in equation (1) [24]. 

 
(𝑎 ∗ 𝑘)(𝑥) = ∑ 𝑎(𝑚)𝑘(𝑥 − 𝑚)+∞

𝑚=−∞      (1)  
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where, 𝑎: input image, 𝑘: kernel, 𝑥: variable 

representing range of shifting and, 𝑚: shifting 

against 𝑥. The mathematical operation aids in 

calculating the similarity of the two signals. 

The depth of the network is increased by 

applying filters to the entered data, with the 

goal of producing more accurate results [25]. 

 

Activation layers are often used in CNN 

architectures. The most common activation 

functions are Tanh, Sigmoid, Relu, and Leaky 

ReLU [26]. 

 

The Fully Connected layer is another popular 

layer in CNN architectures [27]. The feature 

maps are fed into the fully connected layer. 

These feature maps are being prepared for 

classification. Also, multidimensional feature 

maps are converted to a single dimension. 

 

The first step in object-finding problems is to 

extract distinctive attributes from the image. 

The success of the method is largely parallel 

to the success of this stage. Convolutional 

neural networks have models that have proven 

themselves in this field. Some of the popular 

ones are AlexNet [28], VGG [29], ResNet 

[30], and EfficientNet [31]. In the 

EfficientNet model, all three of the depth, 

width, and resolution are scaled to make the 

model smaller. The EfficientNet group 

includes of 8 models from B0 to B7, and the 

larger the number, the higher the number of 

calculated parameters and the accuracy. 

EfficientNet is frequently used in image 

processing applications in the medical field 

and achieves successful results [32-34]. For 

this reasons, the EfficientNet network is 

preferred in the feature extraction step. 

                                

3.3. Proposed Method 

 

Artificial intelligence is present in many fields 

today. The rapid progress of technology 

necessitates the use of artificial intelligence in 

the area of medical image processing, as in 

most areas. The graphical depiction of the 

model is as in Figure 4. 

 

 
Figure 4 Graphical depiction of proposed model 

 

In the study, a dataset containing two types of 

tumors labeled by the expert radiologist with 

the labelImg tool is used as input. In 

YOLOv5, CSPDarkNet is used as a backbone. 
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In the proposed method, features are provided 

with the EfficientNet model from the input 

images. Then PANet [35] is used to generate 

the feature pyramid. The utilization of 

accurate localization signals in the lower 

layers is improved by PANet, which can 

obviously increase the object's position 

accuracy. Finally, object finding is performed 

using the detection layer used in versions 3-4 

and 5 [36, 37] of the YOLO object detection 

algorithm. The Yolo layer generates feature 

maps in 3 different sizes (18×18, 36×36, 

72×72) to obtain a multi-scale prediction. In 

this way, it is ensured that Small, Medium, 

and Big Scale tumors in MR images. 

 

4. EXPERIMENTAL RESULTS 

 

This study was carried out with the python 

language. While 70% of the images in the 

dataset were used for training, 15% were used 

for validation and 15% were used for testing. 

The training parameters used are important for 

the performance of the model. In the model, 

the initial learning rate is 0.01 and the 

momentum is 0.937. Other training 

parameters are given in Table 1. System 

requirements for the experiment; Windows 10 

operating system is 16GB RAM, NVIDIA 

GeForce 950M GPU, and Intel(R) Core(TM) 

i7-7500U CPU. 

 
Table 1 Train Parameter of model 

Momentum 0.937 

Learning Rate 0.01 

Weight Decay 0.0005 

Epoch 20 

Batch size 2 

Opt. Alg. SGD/Adam 

Library PyTorch 

 

The method is run under the same conditions 

as SGD and Adam optimization algorithms. In 

terms of training time, model training is 

completed in 4.409 hours with SGD. On the 

other hand, when Adam is used, the training is 

completed in 4,143 hours. In terms of 

accuracy criteria, 0.775 mAP is provided with 

SGD, while 0.856 mAP is provided with 

Adam. Therefore, it was decided to conduct 

model training and testing with Adam 

optimization, which provided advantages in 

terms of both speed and accuracy criteria. The 

confusion matrix acquired after the training 

with the prepared dataset is as in Figure 5. 

 

The training set includes 482 gliomas and 654 

meningioma tumors. The validation set 

includes 120 gliomas and 164 meningiomas. 

Precision and recall curves obtained as a result 

of applying these images with the suggested 

method are as in Figure 6. Precision is 

obtained by dividing the number of objects 

found as True Positive (TP) by the sum of the 

number of TP and FP objects. The precision 

of all classes is 0.885. Recall TP is obtained 

by dividing the samples by the sum of the TP 

and FN samples [38]. The confusion matrix in 

Figure 5 shows that the FN value is 0. There 

is no object as FN in the dataset. Therefore, 

the recall metric was obtained as 1. 

 

The mAP is often used to measure the 

performance of object detection problems. 

The Precision-Recall curve of the model is 

demonstrated in Figure 7. The AP value of the 

glioma class is 0.786, and the AP value of the 

meningioma class is 0.926. The mAP value of 

the two classes is provided as 0.856. 

 

Studies done in the literature are given in 

section 2. Information about some of these 

studies is also given in Table 2 as a 

comparison table. 
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Figure 5 Confusion matrix of the model 

 

 

 
Figure 7 Precision-Recall curve of the model 

 

The test process was carried out with the best-

weighted model obtained as a result of the 

training. A total of 215 images are used. Some 

of the results obtained as a result of the test are 

as in Figure 8.  

 

 

Figure 6 (a) Precision and, (b) recall curve of 

the model 
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Table 2 Studies on classification, segmentation and detection of brain tumor 
Ref No./ 

Year 

Dataset Method Performance 

metrics 

Classes/Task 

[9]/2021 2556 images Hybrid Ensemble 

Model 

97.305 % Acc. Benign, Malignant/ 

Classification 

[10]/2023 

 

250 MR images  DBNQLBC 70.83 % 

Specificity 

94% Acc. 

Normal, Abnormal/ 

 Classification 

[11[/2021 Two public datasets RCNN & Two 

channel CNN 

98.83 average 

confidence 

Meningioma, Glioma, Pituitory/ 

Classification and detection 

[12]/2021 Brain MRI Dataset Adaboost 

Random Forest 

95 % Acc. 

89 % Sensitivity 

Meningioma, Glioma, No tumor/ 

Classification 

[14]/2022 Brain Tumor Detection  

MRI 

Autoencoder+ DWT 97% Acc. 

 

No, Yes/ 

Classification 

[15]/2023 3064 MR Images SMP-SGD 96% Acc. Meningioma, Glioma, Pituitory/ 

Classification 

[16]/2022 3680 MR Images K means 

FCM 

80% Acc. 

80% Acc. 

 

Meningioma, Glioma, Pituitory/ 

Classification 

[17]/2022 150 MRI brain images GLCM+BWT+CNN 98.5 % acc. Normal, 

Abnormal/Classification 

[18]/2021 BRATS dataset DCNNA 95 % Acc. Glioma tumor/ Segmentation 

[19]/2021 MR Image Dataset KPCA+ KSVM 90% Acc. Normal, Benign, Malignant/ 

Segmentation 

[20]/2020 100 MRI brain images saliency 

computational 

modeling 

0.8255 Precision 

0.8206 Recall 

0.8244 F-Measure 

Brain tumor/ Segmentation 

[21]/2021 40 MR images PCA &TK-means 95% Acc. Brain tumor/ Segmentation 

Proposed 

model 

Brain tumor detection 

dataset 

EfficientNet& 

PANet& YOLO 

0.885 Precision, 

1.0 Recall 

0.856 mAP 

Glioma, Meningioma/ 

Detection 

 

 
Figure 8 Samples of test results 
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5. DISCUSSIONS 

 

The glioma and meningioma classes in our 

study can be differentiated from each other by 

some imaging findings in MRI. These tumors 

can be benign or malignant. Gliomas can be 

malignant more often, while meningiomas are 

more often benign. Gliomas are intra-axial 

tumors as they arise from the parenchymal 

cells of the brain. On MRI, especially 

malignant gliomas are more heterogeneous, 

irregularly circumscribed, and peripherally 

enhanced. There is edema around it [39]. 

Meningiomas, on the other hand, are extra-

axial tumors because they arise from the 

membranes surrounding the brain. Therefore, 

they are meninges-based, more homogeneous, 

and well-circumscribed tumors on MRI. 

There is usually no edema around them [40].  

 

However, there may be differences in imaging 

findings of some atypical tumors or variants. 

Therefore, they may not always be easily 

distinguished radiological and may be 

confused with each other. 

Some images that the proposed method finds 

incorrect are given in Figure 9. In the axial 

contrast-enhanced MR image in Figure 9 (a), 

the localization of the glioma-class lesion in 

the left posterior parietal was correctly 

determined by our model. However, the type 

of the lesion was determined as meningioma 

and mistyped. Since the lesion is based on 

interhemispheric fissure, we think that our 

model included it in the class of meningioma, 

thinking that the lesion originates from the 

membranes surrounding the brain. In Figure 9 

(b), the localization of the left frontal glioma-

class lesion in the axial contrast-enhanced MR 

image was correctly determined by our model. 

However, the type of lesion was mistyped as 

meningioma. We think that our model 

included it in the class of meningioma because 

the lesion is located in the periphery of the 

cerebral hemisphere, there is no edema around 

it, and it is more homogeneous and well-

circumscribed. 

 

In the axial contrast-enhanced MR image in 

Figure 9 (c), the type of meningioma 

extending from the lobe to the orbit in the right 

temporal lobe was correctly determined by 

our model. However, the lesion is partially 

localized. We think that the inability to 

localize the part of the lesion extending to the 

orbit may be due to the complex anatomy of 

this region. In the coronal contrast-enhanced 

MR image in Figure 8(d), the localization of 

the glioma class lesion crossing the midline 

frontally from right to left was correctly 

determined by our model. However, the type 

of lesion was misclassified as meningioma. 

We think that since the lesion is of relatively 

homogeneous intensity and closer to the 

midline, it was misclassified as an extra-axial 

lesion. 

 

6. CONCLUSIONS 

 

Brain tumors constitute a significant portion 

of cancer-related deaths. Brain MRI images 

constitute a significant part of the daily 

workload of medical imaging. Knowing the 

location of brain tumors as well as the type is 

important in determining the treatment of 

patients. Therefore, the need to use artificial 

intelligence methods to determine the type 

and localization of brain tumors is increasing.  

 

In our study, two common types of brain 

tumors were detected using the method 

consisting of EfficientNet architecture, PANet 

architecture, and YOLO algorithm. The 

resulting values showed that the method 

would be useful for detecting brain tumors. 
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Figure 9 Some images found wrong by the proposed method 
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