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Abstract: In data mining, classification builds an interdisciplinary field upon from 
statistics, computer science, mathematics and many other disciplines.  There are 
numerous statistical applications where parametric and non-parametric methods 
are frequently used to train data to estimate mapping function. In this study, two of 
the most widely used techniques are applied to a real dataset.  The goal of the 
study is to compare the classification success of ordinal logistic regression and the 
classification trees and to predict a categorical response. For this purpose, the 
potential factors affecting the housing unit price for sale as being the dependent 
variable with three classes in Eskişehir were examined. The real data set was split 
into three as train, validation and test groups. The classification performance of the 
techniques was demonstrated with 5-fold cross validation technique. According to 
the results, a more successful classification was made with the classification trees 

algorithm. 
  
  

Konut Özellikleri Madenciliğiyle Konut Birim Fiyatlarını Sınıflandırması 
 
 

Anahtar Kelimeler 

Sıralı,  
Lojistik,  
Sınıflandırma,  
Çapraz Geçerlilik 

Öz: Sınıflandırma, istatistik, bilgisayar bilimi, matematik ve diğer birçok disiplin 
arasında veri madenciliği ile ortak bir alan yaratır. Bağımlı ve bağımsız değişkenler 
arasındaki ilişkiyi sınıflandırmak için sıklıkla kullanılan parametrik ve parametrik 
olmayan pek çok istatistiksel uygulamalar bulunmaktadır. Bu çalışmada yaygın 
olarak kullanılan iki sınıflandırma tekniği kullanılmıştır. Çalışmanın amacı, sıralı 
lojistik regresyon ve sınıflandırma ağaçları tekniklerinin sınıflandırma başarısını 
karşılaştırmaktır. Bu amaçla, Eskişehir’ de üç sınıflı bağımlı değişken olarak ele 
alınan konut birim fiyatlarını konut birim fiyatlarını etkileyen potansiyel faktörler 
incelenmiştir. Gerçek veri seti, eğitim, doğrulama ve test olmak üzere üç gruba 
bölünmüştür. Bu tekniklerin sınıflandırma başarısı, 5 katlı çapraz geçerlilik ile 
gösterilmiştir. Elde edilen sonuçlara göre, daha başarılı bir sınıflandırma, 
sınıflandırma ağaçları algoritmasıyla elde edilmiştir. 

  
 
1. Introduction 
 
Classification is one of the main issues in data mining 
studied by scientists from numerous disciplines. 
Major classification techniques can be found in a 
literature search. Among the classification methods, 
logistic regression and classification trees can be 
used for classification purpose. The aim of both 
methods is to determine the relationship between 
predictors and a particular outcome with the 
qualitative characteristic and find the best fitting 
model. 
 

Initial studies for the use of logistic regression model 
were developed by Berkson (1944) and this model 
was used by Finney (1971) as an alternative to probit 
analysis for biological experiments [1,2]. There are 
many statistical literatures on the dichotomous 
outcome variable [3,4]. Also, Aranda-Ordaz (1981) 
and Johnson (1985) studied the goodness of fit for a 
logistic model [5,6]. The most well-known models 
produced by several scientists for estimating an 
ordinal outcome variable are the proportional odds 
(PO) models [7,8]. Most of these models have their 
own assumptions and pre-defined underlying  
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relationships between dependent and predictors. 
Although this method is popular, it can appropriately 
not handle with the potential nonlinear relationship 
between variables [9]. Also, performance of these 
regression models is affected by outliers and 
multicollinearity.  
 
Pakgohar et al. (2010) studied Classification and 
Regression Trees (CART) and Multinomial Logistic 
Regression to investigate drivers' characteristics in 
the resulting crash severity [10]. They found that the 
CART method provided more simpler, precise and 
easier results to interpret. 
 
Classification and regression trees (CART) are 
flexible, fast and accurate and often preferred in 
statistical applications. They can be easily applied 
and interpreted as they are more robust to the 
presence of outliers [11,12]. CART is a nonparametric 
model with no predefined definition of underlying 
relationships between exploratory variables and the 
dependent variable. Due to the increasing 
computational resources after 90’ s, the more flexible 
methods of data mining became available.  
 
Friedman was the first who applied recursive 
partitioning method [13]. Several applications for 
classification purpose can be found in a literature 
search [14,15]. 
 
Nagalla et al. (2017) examined the driver’s gap 
acceptance behaviour by using nonparametric data-
mining techniques namely, support vector machines, 
random forests and decision trees [16]. They 
modeled the gap acceptance behaviour of the driver 
to predict whether the gap would be accepted or 
rejected. Similarly, decision trees are used to identify 
the main factors affecting the severity of road 
accidents [17]. 
 
It is well-known that the tree actually simplifies the 
classification process. The tree grows by the 
responses to the questions asked to the independent 
variables. Hence, they are seen as tree branches so 
that the variables affecting the dependent variable 
and the importance of these variables in the model 
can be examined visually without data complexity. 
 
In this study, it is aimed to compare the modelling 
success of these two methods by using k-fold cross 
validation. This paper is organized as follows. Ordinal 
logistic regression and classification and regression 
trees methods are described first. Next section 
introduces how the data are collected from a website. 
After then, application section includes the results 
from ordinal logistic regression and classification 
tree algorithm that were performed to classify a 
response variable with three classes. Last section 
presents the conclusion. 
 
 

2. Methodology 
 
2.1. Ordinal logistic regression 
 
In the logistic regression model, the ordered logistic 
regression model is used if the dependent variable 
has at least three categories and the categories are 
ordered from small to large in a natural order [18-
24]. For example, the severity of the disease (from 
the least severe to the most severe) can be measured 
on scales such as customer satisfaction (not satisfied, 
slightly satisfied, very satisfied) [24,25]. 
 
Ordinal logistic regression (OLR) model is one of 
appropriate technique to determine the relationship 
between dependent variables with unequal ordered 
categories and independent variables. In order to 
obtain the ordinal logistic regression model, a link 
function is used. Logit, probit and cloglog are the link 
functions often used [26]. For an ordinal logistic 
regression, the regression coefficients do not depend 
on the categories of the ordered response, hence the 
regression coefficients estimated using the link 
function are the same at each cut-off point (threshold 
value) [27,28]. 
 
An important approach in the formation of the model 
is that it is assumed to be rearranged from an 
unobserved continuous latent dependent variable 
under the influence of the ordered categorical 
dependent variable. Second, there is the assumption 
of parallel lines, which is considered the most 
prominent feature of the ordinal logistic regression 
model. The parallel regression (lines) assumption is 
that the regression coefficients (except the intercept) 
are assumed to be equal in all categories of the 
ordered dependent variable. That means that the 
relationship between the predictors and the 
dependent variable does not vary according to the 
categories of the dependent variable. In the ordinal 
logistic regression, when this assumption is hold with 
j-1 logistic comparison for the dependent variable 
having J categories, there are 𝛼𝑗−1 cut off points and j-

1β parameters [29,30]. 
 
In an OLR model, the number of categories of the 
dependent variable are more than two levels. The 
model estimates the probability being at or below a 
specific category of the dependent variable given a 
group of independent variables. The ordinal logistic 
regression model can be expressed in the logit form 
as: 
 

𝑙𝑛(𝑌𝑗) = 𝑙𝑜𝑔𝑖𝑡(𝜋(𝒙)) 

             = 𝑙𝑛 (
𝜋(𝒙)

1−𝜋(𝒙)
) 

            = 𝛼𝑗 + (−𝛽1𝑥1 − 𝛽2𝑥2 − ⋯ − 𝛽𝑝𝑥𝑝)                  (1) 
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where 𝜋𝑗(𝒙) = 𝜋(𝑌 ≤ 𝑗|𝑥1, 𝑥2, … , 𝑥𝑝)  is the 

probability of being at or below category j, given a set 
of predictors, j=1,2,…,J-1,  𝛼𝑗  are the cut points and 

𝛽1, 𝛽2, … , 𝛽𝑝  are the logit coefficients [29-32]. 

 
The equal logit slope (propor proportional odds 
assumption) can be expressed by Brant test [33]. 
 
2.2. Classification and regression trees (CART) 
 
The classification and regression tree algorithm 
(CART) is a non-parametric statistical technique that 
is used to analyse and estimate the values of both 
categorical and continuous dependent variables. It is 
very common in applications since it does not require 
any assumptions for the data set. Decision tree 
models can be used to determine the relationship 
between variables and to make predictions from the 
data. In these models, the leaves arise with the 
responses from the questions of the independent 
variable. This forms the tree branches visually and 
show the independent variables that affect the 
dependent variable. 
 
In classification procedure, the objective is to develop 
a tree-based model that classifies observations into 
one of k pre-determined categories. The final tree 
model can be obtained as a series of conditional 
probabilities (posterior probabilities) of category 
membership given a set of covariate values. For each 
terminal node, a probability distribution for category 
membership is obtained as in the following where the 
probabilities are of the form: 

 

�̂�(𝐶𝑗|𝒙 ∈ 𝑇𝐴)  where ∑ �̂�(𝐶𝑗|𝒙 ∈ 𝑇𝐴) = 1 𝑘
𝑗=1               (2) 

 
Here, TA is a terminal node defined by the set of 

predictors 𝒙.   
 
 

The terminal nodes are found by a number of binary 
splits chosen to minimize the overall ‘loss’ of the 
resulting tree.  One method is to construct 
classification trees so that the overall 
misclassification rate is minimized. In classification 
problems, the prior knowledge is represented by 
prior probabilities of an observation being from 
category j, denoted by πj. Note that, ∑ 𝜋𝑗 = 1𝑘

𝑗=1 . The 

modeling process is the cost or loss incurred by 
classifying an object from category j as being from 
category i and vice versa.  The aim of the 
classification process regarding to the growth of the 
tree is to avoid making the most costly 
misclassifications on our training data set. 
 
There are different criteria to split the tree. In this 
paper, Gini index is used and can be defined for node 
c as: 
 

Gini(c) = 1 − ∑ p2(j|c)j                                     (3) 

 

where  𝑝(𝑗|𝑐) = 𝑝(𝑗, 𝑐) 𝑝(𝑐)⁄ , 𝑝(𝑗, 𝑐) = 𝜋𝑗𝑁𝑗(𝑐) 𝑁𝑗⁄   

and 𝑝(𝑐) = ∑ 𝑝(𝑗, 𝑐)𝑗 , j; number of target classes, 𝜋𝑗; 

prior probability for class j, 𝑝(𝑗|𝑐) ; conditional 
probability of a case being in class j provided that is 
in node m, 𝑁𝑗(𝑐); number of cases of class j of node m, 

𝑁𝑗; number of cases of class j in the root node. 

Gini index measures the degree of purity of the node. 
The tree procedure achieves the maximum purity in 
the node, hence the best split is the one that 
minimizes Gini index. This achieves the maximal tree 
that overfits the data. The complexity of the tree is 
decreased by pruning the tree [12]. 
 
2.3 Confusion matrix  
 

Confusion matrix is a 𝑛𝑥𝑛 table that represents the 
true positives, false positives, true negatives, false 
negatives and misclasifying counts. Table 1 reports 
the counts in each cell as defined: 

Table 1. 3-class Confusion matrix  

Actual 

 
Prediction False Negative Recall 

Class 1 Class 2 Class3   
Class 1 c1 c2 c3 c2+c3 c1/(c1+c2+c3) 

Class 2 c4 c5 c6 c4+c6 c5/(c4+c5+c6) 

Class 3 c7 c8 c9 c7+c8 c9/(c7+c8+c9) 

False positive c4+c7 c5+c8 c6+c9   

Precision c1/(c1+c4+c7) c5/(c2+c5+c8) c9/(c3+c6+c9)   

 

Accuracy: (c1 + c5 + c9)/ ∑ 𝑐𝑖

9

𝑖=1

 (4) 

 
The misclassfying counts are all of the counts except 
c1, c5 and c9. Predictive values (positive and 
negative) reflect the performance of the prediction. 
Positive Prediction Value (PPV or precision) 
represents the proportion of positive samples that 
are correctly classified to the total number of positive 
predicted samples. On other hand, Negative  

 
Predictive Value (NPV), inverse precision, measures  
the proportion of negative samples that are correctly 
classified to the total number of negative predicted 
samples. Prevalence is all positives over total 
samples. 
 

3. Application  
 
In this study, it was aimed to classify the housing unit 
price by both ordinal logistic regression and 
classification trees.  Then, the comparison of the 
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classification performance was tested by using 5-fold 
cross validation. The potential variables that may 
affect housing unit prices in Eskisehir province, 
Turkey, were considered for comparisons. The data 
published from October 2018 to May 2019 on a 
widely website was used in the analysis. The number 
of 280 houses for sale in Eskisehir were used. The 
characteristics of the houses used in the anaysis are 
features are price of houses, age, the type of room, 
land, bedroom, the number of bathrooms, garage, 
social environments around (shopping center, 
hospital, school, sport center, etc.), with/without 
balcony, the floor of the apartment, with/without 
elevator and the area where the apartment is located. 
 
The ratio of the house unit price, (TL/m2) was 
calculated by dividing house prices by their square 
meters. It was classified into three categories in an 
ordered structure. To determine the category 
borders, the housing unit prices which were 
published online by Central Bank of the Republic of 
Turkey (TL/m2) for 2018 on March 11, 2019 were 
used (EVDS, Electronic Data Delivery System). The 
minimum price 2.118,52 (TL/m2) and the maximum 
2.314,83 (TL/m2) were used to create the boundary 
of the categories such as low, expensive, and 
moderate elsewhere. 
 
As the ordinal logistic regression has a primary effect 
on variable selection due to the assumptions it has to 
provide, the variables that did not provide the 
parallel regression assumption were ignored. 
According to the results of parallel lines test, chi-
square test statistic was obtained as 30.678 with 10 
degrees of freedom (p=0.000). This result stated that 
the null hypothesis was rejected at 0.05 significance 
level. Then, it was decided to use with the variables 
that were provided by the test of parallel lines. Hence, 
the status of garden, the status of elevator and the 
variable district were used for further comparisons. 
In all the analysis, SPSS 24.0 and R-Studio 1.0.153 
(Mac OS X 10.12.6) were used. 

 
The number of observations and the percentages for 
the unit price, type, elevator and district are shown in 
Figure 1. The ‘Low’ category consists of 137 
observations as the 48.93% of all data, the ‘moderate’ 
category consists of 81 observations at 28.93%, and 
the ‘High’ category consists of 62 observations at 
22.14%. Note that the independent variables that are 
considered to be effective on the unit price are the 
type (with- coded as 1/without garden-coded as 0), 
elevator, and district. These three variables were 
chosen because they provide parallelism assumption. 
The variable ‘garage’ was coded as 1 (with property 
garage), 0 (without the property garage) elsewhere. 
As shown in Figure 1, there are 245 observations 
without garden at 87.50% and 35 observations with 
garden at 12.50%. The variable ‘elevator’ consists of 
two categories coded as 1 (with property elevator) 
and elsewhere 0 (without the property elevator). As 

shown in Figure 1, it consists of 127 observations 
elevator at 45.36% without and 153 observations 
with elevator at 54.64%. The variable ‘district’ 
consists of two locational categories: Odunpazarı or 
Tepebaşı. It can be also seen from the figure that, 122 
apartments located in Odunpazarı at 43.57% and 158 
observations in Tepebaşı at 56.43%. 
 

 
Figure 1. Bar charts for variables: dependent, type 
(with/without garden), elevator, and district. 

 

In this paper, the comparison of the classification 
performance of the parametric and nonparametric 
techniques was discussed and compared. For this 
purpose, one of the parametric methods, ordinal 
logistic regression, which is a special form of logistic 
regression, was used. On the other hand, due to the 
nature of the dependent variable was categorical, a 
non-parametric method, the classification trees was 
performed. There are similar studies that use and 
compare both techniques for othe real World 
problems such as churn analysis and disease and 
evapotranspiration prediction [34-36]. In order to 
demonstrate the performance success of both 
techniques, the validity of the models was tested by 
5-fold cross validation. Using the results, statistical 
inferences about the best model was explained. 
 

4. Results  
 

The model fitting for the ordinal logistic regression 
(OLR) is based on likelihood values. The log 
likelihood value indicates the probability that the 
dependent variable is estimated well by the 
estimators. The log Likelihood value is approximately 
chi-square distributed under the null hypothesis that 
indicated model was good without estimators, 
whereas the alternative hypothesis stated that the 
model was not good without estimators. According to 
these results, the -2logL statistic was rejected with a 
value of p = 0.000 at 0.05 (= alpha) significance level 
(since p <0.05). Therefore, the OLR model with the 
estimators provided a statistically significant 
contribution. 
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In the chi-square goodness of fit test, the null 
hypothesis states that the model was compatible with 
the data, whereas the alternative hypothesis asserts 
the opposite. The results from the test indicated that 
the chi-square test statistic was obtained as 11.30 
with the corresponding p value (=0.419). The model 
was compatible with the data at 0.05 significance 
level. 
 
In OLR model, the likelihood ratio test is used to test 
the parallel lines assumption in order to interpret the 
coefficients and odds ratios. The null hypothesis is 
constructed as follows: the regression coefficients in 
the model are the same in all categories of the 
dependent variable. Considering the likelihood ratio 
test results, the regression coefficients in the model 
are the same in all categories of the dependent 
variable at 0.05 significance level with the 

corresponding p value (=0.080). That indicated the 
assumption of parallel lines assumption was hold. 
 
5. Comparison of Modeling Achievements 
 
In order to measure the classification performance of 
the models obtained by two methods, the data set 
was split into three sets such as training (50%), 
validation (25%) and test (25%) [37]. To avoid 
overfitting 5-fold cross validation was used, after the 
training and validation data sets were used for 
modelling. Accordingly, the best performing 
technique was selected in the validation data set and 
the performance comparison was reperformed in the 
test set that was not used before. For the results 
obtained in the models that were given in Table 2, the 
one with high accuracy was preferred.  

 
Table 2. Performance criteria for train, validation and test data sets  

Model Train Acc. (%) 
Train 

Misclassification (%) 
Validation Acc. 

Validation 
Misclassification(%) 

Test Acc. 
Test 

Misclassification(%) 
OLR 71.8 28.2 62.7 37.3 64.8 35.2 

CART 73.5 26.5 72.9 27.1 74.1 25.9 

 
Comparing the results from training sets in Table 1, 
CT provided a more successful model than the OLR 
with an accuracy of 0.735. The validation data set was 
used to choose between two methods. CT algorithm 
provides and accuracy of 0.729 while ordinal logistic 
regression has an accuracy of 0.627. The results show 
similarity in the test data (results obtained from data 
that has never been used) and support the results in 
the validation data. 
 
The confusion matrices for the three categories of the 
dependent variable obtained from both models are 
shown in Table 3. The additional criterion such as 
sensitivity, specificity, PPV (positive predictive 
value), NPV (negative predictive value) and 
prevalence are provided in the Table 3 both for 
ordinal logistic regression model and classification 
tree model. 
 
 

In the OLR model, the rate of ‘Low’ cases that are 
correctly classified from the total number of real 
‘Low’ cases in the data set is 0.8302. Similarly, the 
rate of ‘High’ cases that are correctly classified from 
the total number of real ‘High’ cases in the data set is 
0.8667. However, the rate of ‘Moderate’ cases that are 
correctly classified from the total number of real 
‘Moderate’ cases in the data set is 0.00.  
 
In the classification tree model, the rate of ‘Low’ cases 
that are correctly classified from the total number of 
real ‘Low’ cases in the data set and the rate of ‘High’ 
cases that are correctly classified from the total 
number of real ‘High’ cases in the data set are 0.8113 
and 0.8333, respectively. While the sensitivity for 
‘Moderate’ cases is obtained as 0.00 in the OLR 
model, the sensitivity for the same cases in the CT 
model is as 0.48. From here it can be said that the CT 
model performed better in terms of sensitivity. 
 

Tablo 3. Confusion matrix for ordinal logistic regression and classification trees model
 OLR CT 

Criteria Low Moderate High Low Moderate High 
Sensitivity (Recall) 0.8302 0.0000 0.8667 0.8113 0.4800 0.8333 

Specificity 0.6364 1.000 0.7692 0.7273 0.8916 0.9487 
PPV 0.6875 NaN 0.5909 0.7414 0.5714 0.8621 
NPV 0.7955 0.7685 0.9375 0.8000 0.8506 0.9367 

Prevalence 0.4907 0.2315 0.2778 0.4907 0.2315 0.2778 

 
Specificity means the probability of a negative 
decision being correct. In the OLR model, the rate of 
estimating observations that are not in the ‘Low’ 
cases but in other cases (‘Moderate and High’) is 
0.6364. The ratio of observations that are not actually 
in the ‘Moderate’ cases is estimated as 1,000 but in 
other cases and the ratio of observations that are not 
in the ‘High’ but in other cases is 0.7692. From this it 
is seen that the decision which is actually negative is 

highly likely to be selected as negative. In the analysis 
of classification trees, specificities were obtained 
higher than the specificity values in OLR model. 
 
In order to determine the overall frequency of the 
positive class, the prevalence values are examined. 
The prevalence values were the same for both OLR 
and CT models. Kappa statistic that is interpreted as 
moderate compatibility between the categories [38] 
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is obtained as 0.41 in OLR model while it is 0.58 in CT 
model. 
 
Compared to accuracy values obtained from both 
analyses, the correct classification ratio is 0.648 in 
the OLR model while it is 0.74 in CT model. Hence the 
classification trees algorithm overperformed OLR in 
terms of accuracy. 
 
6. Conclusion 
 
In this study, the housing unit price was predicted by 
using ordinal logistic regression and classification 
trees algorithm to compare the classification 
performance of both techniques. Two appropriate 
models have been succesfully established with the 
knowledge of the variables such as garden status, 
elevator status, age, land, the number of rooms, 
bedroom and bathroom, amenities, balcony status, 
floor and district are thought to be effective on 
housing unit prices in Eskisehir. Due to the existence 
of the independent variables violating the parallel 
regression assumption, the number of significant 
variables providing the assumption are considered 
for further analysis. 
 
For comparisons, the data set was divided into three 
parts to measure the classification success of the 
models. Hence, 50% of all data were used as training 
data to form a model, 25% were used for validation 
and 25% were used to test the accuracy of 
classification rules. The best performing method was 
selected in the validation data set and the 
performance comparison was re-performed in the 
25% data set which was not used before. In the test 
dataset, the classification success of the model 
established with the ordinal logistic regression was 
not better than the classification success of the model 
established with the classification tree algorithm in 
terms of accuracy. Accordingly, the more successful 
model was obtained by classification trees. 
 
Existing data and the results obtained from the 
successes of these techniques will guide future 
studies in different areas of application for data with 
the same characteristics. Also, a future study may 
include different methods to examine the 
performance of the methods when missing values are 
present both in explanatory variables and in the 
dependent variable. 
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