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Abstract 

 

Nowadays lots of researches report that positive or negative social media posts have significant effects on stock market returns. 

In particular, as well as long-term effects, it may be important to identify the short-term effects of public opinions on the stock 

market. Unfortunately, the number of studies conducted in this context for Turkey is very limited. Therefore, this study 

investigates the relationship between Turkish tweets and the trend of Bist30 index returns for short-term analysis.  Correlation 

analysis is a statistical method used to measure the strength and direction of relationship between two variables. The existence 

of a short-term correlation between sentiments of financial tweets and the stock market returns may be an indicator that social 

media can be used as a resource to predict the sudden changes of stock markets returns. In this study, the correlation analysis 

steps are conducted on the polarity scores and changes in Bist30 index returns with all the necessary statistical tests. The 

contribution of our study is that analyzes are made on a daily, weekly and monthly basis. The experimental results show that 

there are significant positive correlations between the sentiment polarity values and changes in Bist30 index returns for even 

short-term analysis. As a result, this study points out a useful pathway for the future researches to show that social media posts 

may convey useful information for financial markets even for short term analysis. 
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1. INTRODUCTION 

In our age where a customer-oriented approach prevails, 

financial enterprises have started to give more importance to 

the use of social media. Not only financial enterprises but 

also individual investors try to reach positive or negative 

general opinions about companies by following the news 

shared on social media. They update their asset portfolios 

based on this information and/or may turn to new investment 

channels. Liu et al. [1] state that people invested in stocks 

that are familiar to them. One of the reasons that feeds the 

familiarity of stocks is the news sources shared about 

financial markets [2]. Social media enables developments to 

spread much faster than many sources and allows more ideas 

to be collected at the same time [3]. Sprenger et al. [4] state 

that individual investors who follow Twitter are more 

profitable. 

Nowadays, when the use of social media is so widespread, 

the number of studies examining whether positive or 

negative comments shared about financial businesses create 

a dynamism in financial markets is increasing.  Mao et al. [5] 

investigate whether the daily number of tweets can be used 

to predict the S&P 500 stock market index over a period of 

4 months. Sprenger et al. [6] report a relationship between 

stock-related tweets sentiments and stock market returns on 

a daily basis. Valle-Cruze et al. [7] analyzes the behavior of 

stock markets based on tweets during the COVID-19 

pandemic and reports that the markets reacted 0 to 10 days 

after the tweets were shared. Karabulut [8] states that Gross 

National Happiness index of Facebook is efficient to 

estimate US daily returns. The number of studies conducted 

in this context for Turkey is very limited [2, 9, 10, 11]. These 

studies did not evaluate the analyzed period by dividing it 

into shorter periods. Based on such studies, the main 

motivation in this study is to investigate whether there is a 

correlation between the sentiments of tweets and the trend of 

the Bist30 index returns on a daily, weekly and monthly 

basis. Thus, it will be possible to investigate whether there 

are significant short-term correlation results between social 

media posts and the trend of stock markets. Additionally, it 

can be seen whether social media platforms provide useful 

information for short term analysis. Therefore, our aim is to 

investigate the relationship between the Turkish tweets 

related to Borsa Istanbul 30 (Bist30) companies and the trend 

of the Bist30 index returns on a daily, weekly and monthly 

basis. 
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In order to determine the existence of the relationship 

between Bist30 index returns and tweets, the tweets are 

labeled as positive, negative or neutral after passing through 

sentiment analysis stages. For this process, dictionary-based 

or machine learning-based approaches can be used. In 

dictionary-based approaches, textual data is labeled using 

domain-independent sentiment dictionaries such as Afinn 

[12], OpinionMiner [13], and Sent WordNet [14]. Although 

these dictionaries speed up the labeling process, they may be 

insufficient because they cannot carry the variation of 

emotions in special areas or different cultures. Loughran and 

McDonalds [15] state that the results of the analysis are 

affected negatively, if general-purpose sentiment 

dictionaries are used to classify financial text data. 

Unfortunately, there is no open-source Turkish emotion 

dictionary created specifically for the finance field. For all 

these reasons, to create the training dataset, the opinions of 

financial investors are taken as a basis in the labeling phase 

of social media posts. During the period between 07.05.2018 

and 30.04.2019, when our study was started, 57933 tweets 

shared on Twitter regarding the stocks listed in the Bist30 

index are labeled as positive, negative and neutral by 

financial investors manually. By using these labeled tweets 

as a training dataset, a test dataset consisting of two hundreds 

thousand tweets from the same time period are assigned to 

three classes as positive, negative and neutral by different 

machine learning algorithms (Support Vector Machines 

(SVM), Logistic Regression (LR), Naïve Bayes (NB), 

Decision Trees (DT), K-Nearest Neighborhood (KNN) 

classifiers and Majority Voting (MO) ensemble learner). 

Actually, we conducted these stages in our previous study 

[11]. This study differs from our previous study [11] in that 

the analyzes are carried out daily, weekly and monthly. We 

conducted the experiments for daily, weekly and monthly 

time periods in the time interval (07.05.2018 - 30.04.2019) 

in which tweets are examined. Hence, we can see whether 

social media platforms provide useful information for short 

term analysis. By using the number of tweets under the 

positive and negative categories, we calculate sentiment 

polarity scores of the tweets for daily, weekly and monthly 

basis.   After that, the correlation analysis steps are applied 

on the polarity scores and the trend of Bist30 index returns 

for daily, weekly and monthly basis analysis with all the 

necessary statistical tests. The experimental results show that 

there are significant correlations between the sentiment 

polarity values and the changes of Bist30 index returns. We 

think this study points out a useful pathway for the future 

researches to show that social media posts may also convey 

useful information for short-term analysis.  

We present our study in this paper with six more sections, 

which include related studies, dataset and methods, results, 

and conclusion. 

2. RELATED WORKS 

 

Researches that analyze whether there is a relationship 

between the sentiment values of tweets and stock market 

indexes’ returns make use of methods such as sentiment 

analysis, correlation analysis and Granger causality analysis. 

Sentiment analysis aims to evaluate the feelings and thoughts 

of communities on specific or general subjects. The studies 

most dominantly use machine learning approaches to extract 

positive, negative or neutral opinions of communities. 

Kaukaras et al. [16] apply sentiments analysis on financial 

tweets with seven different machine learning algorithms. De 

Oliveira Carosia et al. [17] utilize artificial neural network 

architecture to perform sentiment analysis in financial news 

in Brazilian Portuguese and state that investment strategies 

based on sentiment analysis can bring profitability for 

investors. Utilizing financial related reviews on 

Eastmoney.com, Qui et al. [18] proposes a modified 

sentiment index depend on the number of positive, negative 

and neutral reviews that are extracted by Baidu AI Cloud 

sentiment analysis model. Yue et al. [19] presents a survey 

paper about sentiment analysis in social media. Hamraoui 

and Boubaker [20] investigate the correlations between 

tweets and the Tunisian financial market considering over a 

12-month period and show that tweets can be utilized for 

price volatility. By using dictionary-based software, Bollen 

et al. [21], divided approximately 9.8 million tweets shared 

in a 10-month period into six sentiment categories (Calm, 

Alert, Sure, Vital, Kind, and Happy). They stated that there 

was a Granger causality between the tweets and the Dow 

Jones Index (DJIA) return values. Similarly, Mittal and Goel 

[22] examined the relationship between DJIA values and 476 

million Twitter posts divided into 4 different sentiment 

categories with a dictionary-based approach and stated that 

there was a Granger causality between DIJA index returns 

and public moods captured on tweets. The paper reported 

that two public moods ‘calm’ and ‘happy’ could be used to 

predict future DJIA movements. 

Eliaçık and Erdoğan [9] labeled 2408 Twitter posts, covering 

a 6-month period, with positive and negative labels, and 

proposed an approach that demonstrates the credibility of the 

person who shared the post in order to calculate the sentiment 

polarity values of tweets. As a result, they found a significant 

correlation between the proposed sentiment polarity value 

and the weekly value changes of the Bist100 index. In 

addition, they reported that the Pearson coefficient increased 

when the extraordinary events occurred during the collection 

period of the data set. 

Yıldırım and Yüksel [10] classified 500 Twitter posts 

collected about a company in the telecommunications sector 

and traded on Borsa Istanbul with positive and negative tags 

using machine learning methods. They performed the daily 

correlation analysis between the sentiment polarity values 

obtained from tweets classified in their study and the firm's 

stock values and reported that there was a moderate and 

negative relationship between the two samples. 

Ateş and Güran [11] applied the correlation and Granger 

causality analysis methods for Turkish financial tweets. 

They utilize different text representations (tokens, n-grams, 

Doc2Vec combined vectors etc.) and apply six different 

machine learning algorithms to assign the Turkish financial-

related tweets into positive, negative and neutral classes.  

Based on the sentiment analysis of Turkish financial-related 

tweets, the results of correlations and Granger causality 

analyses steps for two different time periods indicated a 

causality from the stock returns to tweet sentiments for a long 

term and significant correlations for both short and long 

terms. 
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Ranco et al. [23] labeled 100000 stock related tweets with 

positive, negative and neutral labels manually. By using this 

training dataset, they classified 1.5 million tweets with 

support vector machine algorithm. Based on the calculated 

sentiment polarity values they stated a low Pearson 

correlation and Granger causality results between sentiments 

and stocks. 

After labeling 3216 posts shared on Twitter as positive, 

negative and neutral, Pagolu et al. [24] classified a test data 

set consisting of 250 thousand tweets with N-gram and 

Word2Vec methods. After obtaining the DIJA index changes 

for a period of one year, they designed a system to transform 

the relationship between tweets and index value changes into 

a classification problem by using the number of tweets under 

positive and negative categories. As a result, they determined 

that the emotional changes in tweets were effective on the 

index value changes. 

Deng et al. [25], with a dictionary-based software, labeled 

approximately 18 million tweets collected from the 

StockTwit platform in a 4-year period as positive and 

negative. Afterwards, they analyzed whether there was 

Granger causality between the daily and hourly value 

changes of the DJIA index and the sentiment polarity values 

obtained from tweets. As a result, they stated that there is no 

Granger causality when the daily changes between the two-

time series are taken as basis, but negative tweets in hourly 

analysis are effective in the causality relationship. 

Zhao [26] conducted the correlation and Granger causality 

analysis between the Singapore Straits Times Index (STI) 

values, which consist of the first 30 stocks with the highest 

market value, and the happiness indexes obtained from 

Twitter posts. This happiness index is calculated by 

determining the word consisting of 10 thousand emotion 

indicators such as love, happiness, smile and fun in 

approximately 50 million tweets shared by Twitter users by 

natural language processing methods. In the end, they stated 

that there is a positive correlation between the Twitter 

happiness index and the STI Index return values covering the 

4-year period, which is also supported by the Granger 

causality analysis. 

3.  DATASET AND SENTIMENT ANALYSIS 

PROCESS 

 

In this study, two hundred thousand tweets posted between 

07.05.2018 - 30.04.2019 are used as a corpus.  By labelling 

57933 tweets manually, the study applied sentiment analysis 

steps on two hundred thousand test tweets and labeled those 

tweets as positive, negative and neutral by using LR, SVM, 

NB, DT, KNN and MV classifiers. Before classifiers are 

applied, words starting with '@', '$' characters, expressions 

containing URL addresses and punctuation marks in tweets 

are cleaned. Tokens such as '%+', '+%', '-%', '%-', ':)', ':(' are 

not removed because they are assumed to reflect 

positive/negative moods. In all experiments where the 

performance values of different classifiers are compared, 

80% of the training dataset is used for training and 20% for 

testing. In addition, 10-fold cross-correction method is 

applied. Python programming language is used during the 

experiments. The linear kernel function is chosen for the 

SVM algorithm. In the KNN method, the Euclidean distance 

is taken as a basis, taking into account the 3 nearest 

neighbors. The Gini index is used for DT classifier. In MV 

ensemble learning, majority voting strategy is used. 

Classification results of 57933 tweets vectorized with the use 

of 50 thousand features with high tf-idf values are as 

indicated in Table 1. At this stage, apart from word-based 1-

grams, the effects of 2-grams and 3-grams are also examined. 

Table 1. Classification results of 57933 tweets 

 1-Gram 2-Gram 3-Gram 

LR %63,41 (+/- 0,28) %63,60 (+/- 0,29) %63,47 (+/- 0,24) 

SVM %62,53 (+/- 0,48) %62,32 (+/- 0,54) %62,32 (+/- 0,47) 

NB %59,55 (+/- 0,32) %61,58 (+/- 0,43) %61,40 (+/- 0,56) 

KA %58,01 (+/- 0,30) %57,60 (+/- 0,36) %57,47 (+/- 0,41) 

KNN %56,16 (+/- 0,45) %55,43 (+/- 0,45) %55,34 (+/- 0,49) 

MV % 63,03 (+/- 0,24) % 63,39 (+/- 0,22) % 63,29 (+/- 0,20) 

As it can be seen from Table 1, the best performance value 

belongs to the LR algorithm with 63.60% accuracy value. 

The best performance result has been obtained with 2-grams. 

Many experiments are carried out with the majority voting 

method, which is the ensemble learning method, and 

different combinations and individual classifiers are used. 

The best performance results are obtained by combining LR, 

SVM and NB algorithms (63.39%). However, this result is 

still lower than LR classifier. After this step, two hundred 

thousand tweets are classified with LR algorithm based on 2-

grams and the number of positive and negative tweets are 

detected. Figure 1-3 show the daily, weekly and monthly 

distribution of the classified tweets that are posted between 

07.05.2018 - 30.04.2019 for short-term analysis. 

 
Figure 1. Distribution of the number of tweets per day 

 
Figure 2. Distribution of the number of tweets per week 
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Figure 3. Distribution of the number of tweets per month 

Detecting the number of positive and negative tweets per 

day, per week and per month, sentiment polarity values are 

calculated for each time period.  We use the following 

equations for calculating the sentiment polarity values on a 

daily, weekly and monthly basis. 

𝑆𝑑 =
𝑝𝑡𝑑

𝑝𝑡𝑑+𝑛𝑡𝑑
−

𝑝𝑡𝑑−1

𝑝𝑡𝑑−1+𝑛𝑡𝑑−1
   (1) 

𝑆𝑤 =
𝑝𝑡𝑤

𝑝𝑡𝑤+𝑛𝑡𝑤
−

𝑝𝑡𝑤−1

𝑝𝑡𝑤−1+𝑛𝑡𝑤−1
   (2) 

𝑆𝑚 =
𝑝𝑡𝑚

𝑝𝑡𝑚+𝑛𝑡𝑚
−

𝑝𝑡𝑚−1

𝑝𝑡𝑚−1+𝑛𝑡𝑚−1
   (3) 

where 𝑝𝑡𝑖 and , 𝑛𝑡𝑖 indicate the number of positive and 

negative tweets (i= d, w, m). After this step, we extract the 

daily, weekly and monthly movements of the closing prices 

of Bist30 with the following equations (Eq 4-5-6): 

𝑅𝑑 =
𝑃𝑑−𝑃𝑑−1

𝑃𝑑−1
     (4) 

𝑅𝑤 =
𝑃𝑤−𝑃𝑤−1

𝑃𝑤−1
      (5) 

𝑅𝑚 =
𝑃𝑚−𝑃𝑚−1

𝑃𝑚−1
     (6) 

where 𝑃𝑑 , 𝑃𝑤 and 𝑃𝑚   are the closing prices of the stock at 

day d, week w and month m respectively. 

Then correlation analysis steps are performed on the 

sentiment polarity values and the changes of Bist30 index 

returns. 

4.  CORRELATION ANALYSIS 

Pearson Correlation is a statistical analysis used to depict the 

strength and direction of relationship between two variables. 

In correlation analysis, the degree of correlation is shown 

with the correlation coefficient (r) that lies between -1 and 

+1. Positive one indicates a perfect positive linear 

relationship between the variables; whereas negative one 

points out a perfect negative association between variables 

and a value of zero coefficient indicates no correlation. The 

absolute value of r indicates the strength of the existing 

relationship. Although the strength may vary by discipline 

the following general guidelines can be used to interpret the 

correlation coefficient [27]. 

0.1 < | r | < 0.3  small / weak correlation 

0.3 < | r | < 0.5  medium / moderate correlation 

0.5 < | r |   large / strong correlation 

Many statistical methods make assumptions about normality. 

In general, graphical and numerical methods can be used to 

assess the normality of the data [28, 29]. Skewness, kurtosis, 

Shapiro–Wilk test, Kolmogorov–Smirnov test, histogram 

and normal Q–Q plot are the most popular methods to 

evaluate the normal distribution.  

Skewness refers to the deviation from symmetry and kurtosis 

reflects the degree of the sharpedness / peakedness of a 

distribution [18]. In order to give “excess” kurtosis SPSS 

subtracts 3 from the kurtosis. By using skewness and excess 

kurtosis, the z-test can be used for testing the normality. In 

order to calculate the z-scores, we need to divide the skew 

values or excess kurtosis by their standard errors. If sample 

size is less than 50 and the z-values fall between +1.96 and  

-1.96 for either skewness or kurtosis, with an alpha level 

0.05, then the data is said to be normally distributed [30]. If 

sample size is between 50≤ n <300 and z-values fall between 

-3.29 and +3.29 for α = 0.05, the data is assumed to be 

normally distributed [31]. For sample size greater than 300, 

the histograms and the absolute values of skewness and 

kurtosis should be examined for normality of the data (the 

absolute skewness value that is less than or equal to 2 or the 

absolute kurtosis (excess) that is less than or equal to 4 could 

be the limit values for normality) [32]. 

Pearson and Spearman statistical tests are the most 

commonly used tests to assess whether the data is normally 

distributed. If sample size is less than fifty, the Shapiro–Wilk 

test is preferred; otherwise, Kolmogorov–Smirnov test is 

used [31]. 

Histograms are used to show the distribution of a dataset. For 

the normally distributed dataset, the histogram graphs are 

nearly bell-shaped and symmetric about the mean [32,33]. 

In statistics, a normal Q–Q plot shows whether a dataset 

comes from Gaussian distribution. If the dataset is normally 

distributed, data points are seen as a straight line on the 

graph.  

In our study, the suitability of sentiment polarity 

measurements and the stock value changes to normal 

distribution were assessed with the tests specified 

(Skewness& Kurtosis z-values, Kolmogorov-Smirnov or 

Shaphiro-Wilk tests, the Histograms and Normal Q-Q plots). 

We use IBM SPSS [34] software to perform the required 

steps. 

5.  NORMALITY TEST AND CORRELATION 

ANALYSIS RESULTS 

 

The aim of this section is to perform the correlation analysis 

between the sentiment polarity values (Sd, Sw, Sm) and daily, 

weekly and monthly movements of the closing prices of 

Bist30 (Rd, Rw, Rm). Before starting the correlation analysis, 

it is tested whether the sentiment polarity values (Sd, Sw, Sm) 

and (Rd, Rw, Rm) values fit the normal distribution. For 

normality test, we analyze different numerical and visual 

methods: skewness and kurtosis z-values, the Kolmogorov-

Smirnov/Shapiro-Wilk tests p-values, histogram and normal 

Q-Q plots. These numerical and visual outputs will indicate 

whether our analyzed variables are approximately normally 
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distributed. 

5.1.  Normality Test Results 

In this section, in order to test the normality of Ri and Si 

values (i=d, w, m), first of all we look at the skewness and 

kurtosis z-values, then the p-values of Kolmogorov-

Smirnov/Shapiro-Wilk tests and finally histogram and 

normal Q-Q plots. 

5.1.1.  Daily Analysis Results 

Using SPSS to test for normality of daily Rd and Sd values, 

first of all, we focus on skewness and excess kurtosis and 

divide the skew values and excess kurtosis by their standard 

errors to get the z-scores. According to Table 2, skewness 

and excess kurtosis z-scores for Sd are  

(|-0.040/0.156|=0.25641, |-0.238/0.312|=0.76282) 

respectively. Since we have 242 trading dates and the 

absolute values of these numbers should not exceed 3.29 

with an alpha level 0.05, it can be said that Sd values are 

approximately normally distributed. Similarly, the skewness 

and kurtosis z-scores for Rd are (|-0.398/0.156|= 2.55128, 

|0.966/0.312|= 3.096154) respectively. Again, since the 

absolute values of these numbers are not exceed 3.29, we can 

accept the null hypothesis and say that Rd values are 

approximately normally distributed. 

Table 2. Skewness and Kurtosis values for daily analysis 

 Statistic Std. Error 

Sd Skewness -.040 .156 

Kurtosis -.238 .312 

Rd Skewness -.398 .156 

Kurtosis .966 .312 

Table 2 presents the results of Kolmogorov-Smirnov and the 

Shapiro-Wilk tests at a significance level of 0.05. As stated 

before the number of trading days considered between 

07.05.2018 and 30.04.2019 was 242. Because of this, we 

focus on the Kolmogorov-Smirnov test as our numerical 

means of assessing normality. Since p values are greater than 

0.05, Table 3 shows that daily Sd and Rd values are normally 

distributed. 

Table 3. Tests of normality on a daily basis 

 Kolmogorov-Smirnova Shapiro-Wilk 

 Statistic df Sig. Statistic df Sig. 

Sd .041 242 .200* .996 242 .719 

Rd .047 242 .200* .987 242 .028 

*. This is a lower bound of the true significance. 

a. Lilliefors Significance Correction 

As a next step, we look at the graphical figures (Figure 4 and 

Figure 5) for daily Sd and Rd values. The histogram diagrams 

show us that the Sd and Rd are approximately normally 

distributed.  

 
Figure 4. Histogram diagram of daily Sd 

 
Figure 5. Histogram diagram of daily Rd 

 
Figure 6. Q-Q plot for diagram of daily Sd 

 
Figure 7. Q-Q plot for diagram of daily Rd 
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Then we look at the normal Q-Q diagrams and since the dots 

are along the lines, these figures indicate that Sd and Rd are 

approximately normally distributed. 

All the results indicate that Sd and Rd are approximately 

normally distributed. 

5.1.2.  Weekly Analysis Results  

Table 4 presents normality test results for weekly analysis. It 

is seen that skewness and excess kurtosis z-scores for weekly 

Sw are (|-0.522/0.337|=1.5489614, |0.315/0.662|=0.475831) 

respectively. Since we have 50 trading weeks and the 

absolute values of these numbers should not exceed 1.96 

with an alpha level 0.05, it can be said that Sw values come 

from a normal distribution. 

Table 4 also indicates that the skewness and excess kurtosis 

z-scores for weekly Rw are (|-0.371/0.337|=1.10089, 

|0.541/0.662|=0.817221) respectively. Having 50 trading 

weeks and since the absolute values of these numbers are not 

exceed 3.29 with an alpha level 0.05, we can accept the null 

hypothesis and say that Rw values are also approximately 

normally distributed. 

Table 4. Skewness and kurtosis values for weekly analysis 

 Statistic Std. Error 

Sw Skewness -.522 .337 

Kurtosis .315 .662 

Rw Skewness -.371 .337 

Kurtosis .541 .662 

There are several methods for normality test such as 

Kolmogorov-Smirnov normality test and Shapiro-Wilk’s 

test. Since it is more convenient to use Shapiro-Wilk’s test 

for small sample sizes, we focus on Shapiro-Wilk test 

statistics. The null hypothesis is determined as follows: “H0: 

The data is normally distributed”. It will be rejected if the 

corresponding p-value is below 0.05. In SPSS output, the p-

value is labeled as “Sig.” Since the Sig. values (0.485 and 

0.837) are greater than 0.05 for weekly Sw and Rw 

respectively, we keep the null hypothesis. That’s why it can 

be said that Sw and Rw are approximately normally 

distributed. 

Table 5. Tests of normality on a weekly basis 

 
Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Sw .114 50 .124 .978 50 .485 

Rw .078 50 .200* .987 50 .837 

*. This is a lower bound of the true significance. 

a. Lilliefors Significance Correction 

The graphical figures for Sw and Rw values can be examined 

with Figure 8-11. The histogram diagrams (Figure 8 and 

Figure 9) appear to support that the Sw and Rw are 

approximately normally distributed. As it is seen the 

diagrams are quiet symmetrical. There are big peaks and 

small tails on the sides. 

 
Figure 8. Histogram diagram of weekly Sw 

 
Figure 9. Histogram diagram of weekly Rw 

 
Figure 10. Q-Q plot for diagram of weekly Sw 

 
Figure 11. Q-Q plot for diagram of weekly Rw 
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Then we look at the normal Q-Q diagrams and since the dots 

are along the lines, Figure 10 and Figure 11 indicate that 

weekly Sw and Rw are approximately normally distributed. 

All the results indicate that Sw and Rw are approximately 

normally distributed. 

5.1.3.  Monthly Basis Results 

Table 6 shows normality test results for monthly analysis. 

Skewness and excess kurtosis z-scores for monthly Sm are  

(|-0.425/0.661||=0.642965, |-0.839/1.279|=0.6559812) 

respectively. Since we have 11 trading months and the 

absolute values of these numbers should not exceed 1.96 

with an alpha level 0.05, it can be said that monthly Sm values 

are approximately normally distributed. The skewness and 

excess kurtosis z-scores for monthly Rm are  

(|-0.371/0.337|=1.10089, |0.541/0.662|=0.817221) 

respectively. Since we have 11 trading months and the 

absolute values of these numbers are not exceed 3.29 with an 

alpha level 0.05, we can accept the null hypothesis and say 

that monthly Rm values are also approximately come from a 

normal distribution. 

Table 6. Skewness and kurtosis values for monthly analysis 

 Statistic Std. Error 

Sm Skewness -.425 .661 

Kurtosis -.839 1.279 

Rm Skewness 1.171 .661 

Kurtosis 2.005 1.279 

It is more appropriate to use Shapiro-Wilk’s test for small 

sample sizes, because of this reason we focus on Shapiro-

Wilk test statistics for monthly analysis. “H0: The data is 

normally distributed” is the null hypothesis for this test of 

normality and it should be rejected if the Sig. Value (p-value) 

is less than 0.05. Ass it is seen from Table 7, the Sig. values 

(0.600 and 0.279) are greater than 0.05 for Sm and Rm 

respectively. This means we should keep the null hypothesis 

and assume that Sm and Rm are approximately normally 

distributed. 

Table 7. Tests of normality on a monthly basis 

 Kolmogorov-Smirnova Shapiro-Wilk 

 Statistic df Sig. Statistic df Sig. 

Sm .186 11 .200* .947 11 .600 

Rm .172 11 .200* .915 11 .279 

*. This is a lower bound of the true significance. 

a. Lilliefors Significance Correction 

Figure 12 and 13 depict the histogram diagrams of Sm and 

Rm. 

Based on the smallest-sized sample histogram diagrams 

don’t point out a symmetrical bell shape. 

Figure 14 and 15 show Q-Q diagrams and since the dots are 

along the lines, they point out that monthly Sm and Rm are 

approximately normally distributed. 

 
Figure 12. Histogram diagram of monthly Sm 

 
Figure 13. Histogram diagram of monthly Rm 

 
Figure 14. Q-Q plot for diagram of monthly Sm 

 
Figure 15. Q-Q plot for diagram of monthly Rm 
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Although the histogram diagram the belongs to the smallest-

sized sample doesn’t reflect a symmetrical bell shape, we 

could conclude that based on the other examined methods Sm 

and Rm satisfy the normality assumptions. 

5.2.  Correlation Results 

We conduct various visual and statistical normality tests on 

our variables to investigate the assumption of normality. The 

results show that daily, weekly and monthly variables seem 

to support the normality assumptions. This section gives 

Pearson correlation results for daily, weekly and monthly 

analysis. 

Table 8. Daily correlations between Sd and Rd 

 Sd Rd 

Sd Pearson Correlation 1 .509** 

Sig. (2-tailed)  .000 

N 242 242 

Rd Pearson Correlation .509** 1 

Sig. (2-tailed) .000  

N 242 242 

**. Correlation is significant at the 0.01 level (2-tailed). 

Table 8 depicts the correlation results among Sd and Rd 

values. According to Table 8, it is seen that Sd and Rd have a 

statistically significant linear relationship (r=.509, p < .001). 

When the direction of the relationship is analyzed, it is seen 

that Sd and Rd tend to increase together. Since | r | > .5 we 

can say that the association is approximately strong. 

Table 9. Weekly correlations between Sw and Rw 

 Sw Rw 

Sw Pearson Correlation 1 .602** 

Sig. (2-tailed)  .000 

N 50 50 

Rw Pearson Correlation .602** 1 

Sig. (2-tailed) .000  

N 50 50 

**. Correlation is significant at the 0.01 level (2-tailed). 

Table 9 indicates the weekly correlation results between Sw 

and Rw values. As it is seen the linear relationship between 

Sw and Rw is also statistically significant (r=.602, p < .001). 

There is a positive association and the magnitude of the 

association is quite strong (| r | > .5). 

Table 10. Monthly correlations between Sm and Rm 

 Sm Rm 

Sm Pearson Correlation 1 .707* 

Sig. (2-tailed)  .015 

N 11 11 

Rm Pearson Correlation .707* 1 

Sig. (2-tailed) .015  

N 11 11 

*. Correlation is significant at the 0.05 level (2-tailed). 

Table 10 presents the monthly correlation results among Sm 

and Rm values. Sm and Rm have a significant linear 

relationship. Since (| r |= 0.707 > 0.5) it can be said that the 

association is strong. Due to the positive correlation 

coefficient, it can be said that Sm and Rm moves together in 

the same direction. 

6.  CONCLUSION 

 

Nowadays instead of making the analyzes suggested by 

classical theories, people can make their individual financial 

investment decisions by taking certain shortcuts. Positive 

and negative comments shared on social media have become 

one of those shortcuts that are taken into consideration when 

making investment decisions. With the effect of those 

comments, investors can revise their portfolios. In literature 

there are lots of researches that investigate the relations 

between social media posts and stock markets. Twitter is one 

of the most important social media platforms. Researches 

indicate that there is a correlation between tweets sentiments 

and the changes in stock prices for both long-term and short-

term analysis. Unfortunately, most of the studies are related 

with analysis of social media platforms in English language. 

There are very limited number of studies related with 

Turkish language, especially for short-term analysis. Hence, 

with this motivation, the main aim of this study is to 

investigate the correlation between sentiments of tweets 

related to the Bist30 index and the index movement on daily, 

weekly and monthly basis. 

We conduct sentiment analysis stages and correlation 

analysis steps to investigate whether there is a relation 

between tweet sentiments and returns of Bist30 index returns 

for short-term analysis. The analyzes are carried out for the 

time interval of 07.05.2018 - 30.04.2019.  Before starting the 

correlation analysis, the normal distribution suitability of all 

variables are tested by using different graphical and 

numerical methods. After that the results of the correlation 

analysis between the sentiments of tweets and the change of 

index returns are presented. The presented results indicate 

that there are significant positive correlations between 

sentiments of tweets and the change of index returns. With 

these results, it has been seen that social media posts are 

likely to affect financial markets. The findings obtained as a 

result of our study are in parallel with many studies in the 

literature [6, 7, 8, 9, 10, 11, 22, 24, 26]. This study, which is 

based on short-term analysis, also supports that social media 

resources can be effective to predict the trend of stock 

markets. 

For future studies, Granger causality analysis steps for short-

term analysis will be studied and also we will investigate 

whether tweets can be an indicator that can be used to predict 

the returns of stock market indices. We think the present 

study points out a useful direction of future research to 

improve the understanding of the effects of social media on 

financial markets. 
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