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Abstract

As the number of objectives are increased in the optimization problem, the objective space is increased therefore it is not possible to use conventional methods to get answers for these problems. Therefore, some methods are proposed to solve this problem. As one of the solutions is called the decomposition. In decomposition the objectives are applied to the scalarization functions, and many sub-problems are obtained. Based on their neighborhood, the best members in the current generation of the evolutionary algorithm will be survived to the next generation. The algorithm which uses that idea is called Multi-objective Evolutionary Algorithm based on Decomposition (MOEA/D). Different typed of decomposition methods can be used with the MOEA/D algorithm. However, each of them has their own weaknesses or advantages. Therefore, to reduce the disadvantage of the decomposition methods, a hybrid approach is proposed in this research such that instead of a single decomposition method, two methods will be use randomly. The performance of the proposed hybrid method will be demonstrated on seven benchmark problems by using two metrics.
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1. Introduction

The many-objective optimization problems generally referred as problems with number of objectives more than three. As the number of objectives are increased, more intelligence optimization algorithms are needed to solve these problems since relatively large computational power is needed by using the conventional and classical optimization methods. As a possible solution to problem decomposition (or scalarization) is used with evolutionary algorithm. The algorithm is called Multi-objective Evolutionary Algorithm based on Decomposition (MOEA/D) [1]. The performance of the MOEA/D is greatly depended on chosen decomposition method [2]. At the same paper [2] weighted sum method and Tchebycheff method are changed through the implementation of the algorithm. In [3], a grid-based approach for multi usage of the decomposition method is proposed such that for each weight a different (one of two decomposition methods) decomposition method is used. Recently in [4], a combination of decomposition methods with a variable is proposed and showed the difference of the proposed method. In this research two decomposition/scalarization methods Penalty-based Boundary Intersection Scalarization (PBI) and Tchebycheff methods are preferred to be used as a hybrid decomposition method. One of these two methods are evaluated randomly. A uniform random number generator is preferred to generate a random number and based on this number one of the scalarization method evaluates. To present the performance difference of the proposed method seven benchmark problems with different objective numbers 10, 15, 20 and 25 objectives with five independent runs. Two properties of the solutions are compared which are accuracy and distribution of the solution by using two metrics which are IGD and Spread metrics. This research is organized as four sections beginning with the introduction. In the second section MOEA/D Algorithm, decomposition methods and benchmark problems are explained and then implementation results are reported at the next section and finally the conclusion of this study is presented.

2. Algorithms

In this section, optimization algorithm with decomposition methods -scalarization methods- are proposed. In addition to that metrics which are used to compare algorithms are proposed. Finally, the benchmark problems and their mathematical formulations are defined as a part of implementations. he definition of the multi-objective optimization algorithm is given as:

\[
\min F(x) = \left( f_1(x) \ldots f_M(x) \right) \\
\text{subject to } x \in \Omega
\]
where \( \Omega \) is the decision space and \( F: \Omega \rightarrow \mathbb{R}^M \) is the real valued objective space \([6, 7]\), where \( F \) is the objective function vector of real valued \( f \). The best possible solution on the objective space is called Pareto Front (PF) \([8]\).

### 2.1. Multi-objective Evolutionary Algorithm based on Decomposition (MOEA/D)

Multi-objective Evolutionary Algorithm Based on Decomposition (MOEA/D) is proposed by Zhang and Li in 2007 \([1]\). MOEAD is an evolutionary algorithm so that three operators which are Crossover, Mutation and Selection operators are also evaluated inside MOEA/D algorithm. For crossover operator, the weights are defined. These weights are reference points on the objective space and neighbourhood matrix is defined for the neighbourhood of each reference points. The parents from neighbourhood are selected and offspring is generated by using SBX method. After the offspring are generated mutation operator is applied and Polynomial Mutation is preferred in MOEA/D. Therefore, two population members are survived to the next generator. For this purpose, the decomposition (scalarization) methods are applied to the members of these populations.
In this research two different decomposition methods will be used. The first one is named Penalty-boundary Intersection Scalarization (PBI). In Eq. 2 the mathematical expression for the PBI is presented.

\[
g(x) = d_1 + \theta d_2
\]

As the second decomposition method in this study Tchebycheff method is selected. Unlike previous studies in literature weighted sum and Tchebycheff is evaluated in a different aspect. However, in literature it is clearly demonstrated that weighted sum methods give the worst result on MOEA/D algorithm. However, in this study two best decomposition

Based on scalarization values the smallest values are survived and based on survived members the neighbourhood matrix is updated. This process is repeated until the termination conditions are satisfied.

### 2.2. Decomposition Methods

Decomposition (or scalarization) is a function that converts multi-objective optimization to single objective optimization with a defined weight (w). The sum of these weights will be equal to one. However, if it is applied not only a single set of weights but also applied to many sets, matrix, a set of solution candidate with respect to the weights will be obtained. This is used as a selection operator in MOEA/D.
methods will be used and compared with each other. In Eq 3 the mathematical description of the Tchebycheff method presented.

\[ g(x) = \max(w_i|f_i(x) - z_i|) \]  

(3)

2.3. Metrics

To compare the performance of the algorithms some functions are needed to evaluate the solutions on the objective space. Two important parameters are observed for comparison. These are accuracy and distribution of the solutions on objective space. For the accuracy, inverted generalized distance (IGD) metric is proposed and mathematical description of this metric is given as [9]

\[ f_{IGD} = \frac{\sum_{i=1}^{P} ds(a,P)}{|P|} \]  

(4)

The IGD metric is based on computing the average distance between obtained solution candidates and the Pareto Front where

\[ ds(a,P) = \sqrt{\sum (a_i - p_i)^2} \]

The second metric is related to the distribution of the solution on the objective space. It is important because each point in objective space corresponds to the solution candidate. The spread metric is defined in Eq. 5 [10]. The metric is based on calculation of the normalized squared sum of the distance between maximum and minimum difference between produced solutions and PF.

\[ f_{Spread} = \frac{1}{M} \sum \left(\frac{\max(a,P) - \min(a,P)}{PF_{max} - PF_{min}}\right)^2 \]  

(5)

2.4. Benchmark Problems

Table 1 shows the benchmark problems used in this research which is proposed by Deb et. Al in [5]. These benchmark problems may have many numbers of objectives (M) and in this research 10, 15, 20 and 25 objectives are considered. There are seven benchmark problems are selected for this study. For DTLZ1 the dimension of the decision space is M+4, DTLZ2-DTLZ6 M+9 and for DTLZ7 the dimension is equal to M+19.

3. Implementation

In this research six different setups are implemented on seven benchmark problems (DTLZ1-7). The implementations are repeated 15 independent run and statistics are recorded as mean and standard deviation of the results of the metrics IGD and Spread metric. The population size of each implementation is equal to (M*10) and maximum number of function evaluations is equals to (M*104). The MOEA/D implementations are evaluated as 1) Just PBI, 2) Random number is smaller 0.4 than apply PBI else Tchebycheff, 3) same with smaller 0.5, 4) same with smaller 0.6, 5) same with smaller 0.7, and 6) Just Tchebycheff. Table 2 and 3 shows the performance of these algorithm with respect to the IGD and Spread metrics. From Table 2, the accuracy of the solutions is evaluated and PBI gives almost all cases and all objective dimensions. However, the case “0.7” gives the similar performance with the PBI. On contrary, in Table 3, it is not possible to mention the distribution of the solution for only one method. However, from the statistical results (Wilcoxon rank test) the case “0.7” gives the average results and statistically almost same performance with other cases in general.

4. Conclusion

In this research to improve the distribution property of the PBI decomposition method a hybrid decomposition method with PBI and Tchebycheff are used randomly. The results showed that PBI gives almost best results for the accuracy. However, PBI could not produce a well distributed solution, in this case Tchebycheff helps the PBI to distribute better solution just used approximately -randomly- %30 of the total implementation with respect to the given results.
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