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Abstract

In this work, approximate solutions of the EW equation are obtained by two influential numerical schemes. For the first and second method,
after splitting equal width wave (EW) equation in time, it is solved by Lie- Trotter splitting technique via quintic B-spline Collocation and
cubic B-spline Lumped Galerkin FEMs and the suited finite difference approaches for space and time discretizations respectively. Stability
analysis of schemes is made and both schemes are implemented and tested by two example The acquired numerical results are compared
with those in the literature with the help of the error norms and conservation features. It is seen that the error norms are quite small, the
present conservation constants are consistent according to the results compared.
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1. Introduction

The EW equation, which is a one-dimensional PDE as an equally valid and accurate model for the same wave phenomena simulated by the
KdV and RLW equations [9] is presented in the following form , was proposed by Morrison et al. [1]

Ut − εUxxt +UUx = 0, (1.1)

where ε is a positive constant and x and t indicate spatial and temporal variables subindexes. Many different techniques have been proposed
for approximate solutions of the equation until today. Among them, we can give as examples studies like collocation method used by Dağ
and Saka [2], Raslan [3], Irk et al. [4], Fazal-i et al. [5], Galerkin method proposed by Dogan [6], Gardner and Gardner [7], Güleç [8],
and also the method of lines (MOL) sought by Banaja and Bakodah [9], space-splitting technique and Galerkin method applied by Saka
[10], A linearized implicit finite difference method examined by Esen and Kutluay [11], lumped Galerkin method utilized by Esen [12], a
least-squares technique implemented by Zaki[13], A Petrov-Galerkin Method investigated by (Roshan[15], Gardner et al. [16]), Splitting
method by cubic -B splines used by İhsan [17], Trigonometric Cubic B-spline Collocation Method suggested by Yağmurlu and Karakaş [18].
In this study, we are going to seek the approximate solutions of the EW equation with the initial and the boundary conditions

U(x,0) = f (x), xL ≤ x≤ xR (1.2)

U(xL, t) =U(xR, t) = 0,

Ux(xL, t) =Ux(xR, t) = 0, t > 0
(1.3)

using Lie- Trotter splitting technique via quintic B-spline Collocation and cubic B-spline lumped Galerkin FEMs. To tell the truth, both
methods have been used extensively in applications of different partial differential equations. As a result, when the literature is examined, it
can be said that there are very good results for the approximate solutions of PDEs. Our aim throughout the study will be to achieve better
results with Lie- Trotter splitting technique for both methods.
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2. Quintic and Cubic B-Splines

The position [xL,xR] and time [0,T ] regions are uniformly divided respectively such that xL = x0 < x1 < ... < xN = xR and 0 = t0 < t1 < ... <
tM = T. These uniform partitions for the position and the time domains are expressed as h = x j+1− x j for j = 0(1)N−1, and k = tn+1− tn
for n = 0(1)M−1, respectively. The quintic B-spline shape functions ϕ j(x) for j =−2(1)N +2 are given as [29]

ϕ j(x) =
1
h5



p0 = (x− x j−3)
5, x ∈ [x j−3,x j−2]

p1 = p0−6(x− x j−2)
5, x ∈ [x j−2,x j−1]

p2 = p1−6(x− x j−2)
5 +15(x− x j−1)

5, x ∈ [x j−1,x j]

p3 = p2−6(x− x j−2)
5−20(x− x j)

5, x ∈ [x j,x j+1]

p4 = p3−6(x− x j−2)
5 +15(x− x j+1)

5, x ∈ [x j+1,x j+2]

p5 = p4−6(x− x j−2)
5−6(x− x j+2)

5, x ∈ [x j+2,x j+3]

0, otherwise.

(2.1)

and the cubic B-spline shape functions φ j(x) for j =−1(1)N +1 are given as [29]

ϕ j(x) =
1
h3



r0 = (x− x j−2)
3, x ∈ [x j−2,x j−1)

r1 = h3 +3h2(x− x j−1)+3h(x− x j−1)
2−3(x− x j−1)

3, x ∈ [x j−1,x j)

r2 = h3 +3h2(x j+1− x)+3h(x j+1− x)2−3(x j+1− x)3, x ∈ [x j,x j+1)

r3 = (x j+2− x)3, x ∈ [x j+1,x j+2]

0, otherwise.

(2.2)

The whole of quintic B-spline base functions ϕ−2(x),ϕ−1(x), . . . ,ϕN+2(x) forming a base for the functions defined on [xL,xR] are zero
outside of φ j−2,ϕ j−1,ϕ j,ϕ j+1,ϕ j+2 , and ϕ j+3. Furhermore, the whole of cubic B-spline bases functions ϕ−1(x), ...,ϕN+1(x) are zero
outside of ϕ j−1,ϕ j,ϕ j+1,ϕ j+2. Therefore, on a typical element [x j,x j+1] via the local coordinate transformation described as h = x− x j,
0≤ ζ ≤ h, the quintic and cubic B-spline bases functions on [0,h] for variable ζ are expressed in form

ϕ j−2 = 1−5ζ +10ζ
2−10ζ

3 +5ζ
4−ζ

5,

ϕ j−1 = 26−50ζ +20ζ
2 +20ζ

3−20ζ
4 +5ζ

5,

ϕ j = 66−60ζ
2 +30ζ

4−10ζ
5,

ϕ j+1 = 26+50ζ +20ζ
2−20ζ

3−20ζ
4 +10ζ

5,

ϕ j+2 = 1+5ζ +10ζ
2 +10ζ

3 +5ζ
4−5ζ

5,

ϕ j+3 = ζ
5.

(2.3)

and

ϕ j−1 = (1−ζ )3,

ϕ j = 1+3(1−ζ )+3(1−ζ )2−3(1−ζ )3,

ϕ j+1 = 1+3ζ +3ξ
2−3ζ

3,

ϕ j+2 = ζ
3.

(2.4)

3. Scheme I: Lie-trotter Splitting Collocation FEM with Qintic B-Spline

The numerical results of EW equation are going to be found by Lie- Trotter splitting technique [30] combined with quintic B-spline
collocation method. For this cause, EW equation is split into two sub-equations in the following form providing linear and nonlinear
respectively ,

Ut − εUxxt = 0 (3.1)

Ut − εUxxt +UUx = 0. (3.2)

Each of them is solved on its time interval [tn, tn+1]. To prevent any mess, we utilize u and y instead of U in Eqs. (3.1) and (3.2). So, the Lie-
Trotter splitting algorithm of equations is obtained in the following form

ut − εuxxt = 0

u(x, tn) =U(x, tn), t ∈ [tn, tn+1], (3.3)

yt − εyxxt + yyx = 0

y(x, tn) = u(x, tn+1), t ∈ [tn, tn+1], (3.4)
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in which tn+1 = (n+1)k. For convenience, let the discretized forms of the derivatives of the dependent variables u and y in Eqs.(3.3) and
(3.4) be submitted as

(.)t =
(.)∗∗− (.)∗

∆t
, (.)xxt =

(.)∗∗xx − (.)∗xx
∆t

, (3.5)

(.)x =
(.)∗∗x +(.)∗x

2
, (.)xx =

(.)∗∗xx +(.)∗xx
2

. (3.6)

If Eqs. (3.5),(3.6) are replaced in (3.3),(3.4), for the time levels n and n+1, the following numerical approximations are obtained

un+1− εun
xx = un− εun

xx, (3.7)

yn+1− εyn+1
xx +∆t

Z
2

yn+1
x = yn− εyn

xx +∆t
Z
2

yn
x , (3.8)

in which Z = y. When we have taken the approximate ones uN(x, t),yN(x, t) corresponding to the exact solutions u(x, t),y(x, t) in
Eqs.(3.3),(3.4), numerical values uN(xm, tn),yN(xm, tn) at the knot point (xm, tn) are shown by un

m,y
n
m respectively. The uN(x, t),yN(x, t) will

be searched in terms of quintic B-spline shape functions φ j(x) in form

UN(x, t) =
N+2

∑
j=−2

ϕ j(x)δ j(t), yN(x, t) =
N+2

∑
j=−2

ϕ j(x)Ψ j(t), (3.9)

in which δ j(t),Ψ j(t) are unknown time-dependent parameters. Both quintic B-spline functions and their derivatives are zero outside of the
domain [xm−3,xm+3]. For this reason, the numerical results for a typical element[xm,xm+1] can be given as

UN(x, t) =
m+3

∑
j=m−2

ϕ j(x)δ j(t), yN(x, t) =
m+3

∑
j=m−2

ϕ j(x)Ψ j(t). (3.10)

At the point (x j, t)( j = 0(1)N) for any time level, Both the knot values and derivatives of the uN and yN can be expressed as

(.) j = () j−2 +26() j−1 +66() j +26() j+1 +() j+2

(.)
′
j =

5
h
(−() j−2−10() j−1 +10() j+1 +() j+2)

(.)
′′
j =

20
h2 (() j−2 +2() j−1−6() j +2() j+1 +() j+2),

(3.11)

where unknown time-parameters δ j(t),Ψ j(t) are going to used instead of () in the right hand side of the equalities in Eq.(3.11). If knot
values in the (3.11) equalities are substituted in the Eqs.(3.3),(3.4), the following system of algebraic equations are obtained

k1δ
n+1
m−2 +2 δ

n+1
m−1 + k3δ

n+1
m + k4δ

n+1
m+1 + k5δ

n+1
m+2 =

k5δ
n
m−2 + k4δ

n
m−1 + k3δ

n
m + k2δ

n
m+1 + k1δ

n
m+2

(3.12)

l1Ψ
n+1
m−2 + l2Ψ

n+1
m−1 + l3Ψ

n+1
m + l4Ψ

n+1
m+1 + l5Ψ

n+1
m+2 =

l6Ψ
n
m−2 + l7Ψ

n
m−1 + l8Ψ

n
m + l9Ψ

n
m+1 + l10Ψ

n
m+2

(3.13)

in which ki, li(i = 1(1)5),(m = 0(1)N) and

k1 = 1− 20ε

h2 ,k2 = 26− 40ε

h2 ,k3 = 66+
120ε

h2 ,k4 = 26− 40ε

h2 ,k5 = 1− 20ε

h2 ,

l1 = 1− 20ε

h2 −
5κ∆t

2h
, l2 = 26− 40ε

h2 −
25κ∆t

h
, l3 = 66+

120ε

h2 , l4 = 26− 40ε

h2 +
25κ∆t

h
,

l5 = 1− 20ε

h2 +
5κ∆t

2h
, l6 = 1− 20ε

h2 +
5κ∆t

2h
, l7 = 26− 40ε

h2 +
25κ∆t

h
, l8 = 66+

120ε

h2 ,

l9 = 26− 40ε

h2 −
25κ∆t

h
, l10 = 1− 20ε

h2 −
5κ∆t

2h
,

where κ = Zm = ym. Above equation systems with the generalized rows (3.12) and (3.13) comprise from (N+5) unknown and (N+1)
equations. The unknowns ()−1,()−2,()N+2,()N+1(m = 0(1)N−1) eliminated from the system utilizing the boundary conditions (.)(xL, t) =
(.)(xR, t) = 0,(.)x(xL, t) = (.)x(xR, t) = 0. Therefore, unknown time-parameters δ T = (δ0δ1...δN)

T , and ΨT = (Ψ0Ψ1...ΨN)
T are obtained

and the two algebraic systems having N +1 unknown and N +1 equations are emerged. Firstly of all, parameter δ 0 must be known to begin



Konuralp Journal of Mathematics 223

the iteration process. Then, this parameter is computed from the system of algebraic equations presented in the following form, found from
the initial condition and its derivatives in Eq.(1.2)

δ
0
m−2 +26δ

0
m−1 +66δ

0
m +26δ

0
m+1 +δ

0
m+2 = h0(xm),m = 0(1)N

δ
0
−2−10δ

0
−1 +10δ

0
1 +δ

0
2 = h

′

0(xL)

δ
0
−2 +2δ

0
−1−6δ

0
0 +2δ

0
1 +δ

0
2 = h

′′

0(xL)

δ
0
N−2 +2δ

0
N−1−6δ

0
N +2δ

0
N+1 +δ

0
N+2 = h

′′

0(xR)

−δ
0
N−2−10δ

0
N−1 +10δ

0
N+1 +δ

0
N+2 = h

′

0(xR).

(3.14)

Firstly, system (3.12) is computed for δ n+1. Later, the founded values are utilized instead of Ψn in system (3.13). The δ 1 parameter
is computed via the δ 0 parameter obtained using Eqs.(3.14). The calculation process can be sustained till the requested time level.
Furthermore, in order to make better the nonlinear terms in the system (3.13) is implemented an inner iteration presented in form

(Ψ∗)n = Ψn +
1
2
(Ψn−Ψn−1) as 3-5 times at each time level.

3.1. Stability Analysis

To obtain the stability analysis of (3.12) and (3.13) systems with the quintic B-spline collocation finite element method, the Fourier method
[32] is used. For stability analysis in the nonlinear term yyx in Equation (3.4), the local constant Z will be used instead of y.Then, κ = Zm
in system (3.13) be going to be a constant number. If Fourier modes δ n

j = ρn
1 ei jΦ,Ψn

j = ρn
2 ei jΦ is replaced in (3.12) and (3.13) systems,

respectively and utilized the Euler formula eiΦ = cosΦ+ isinΦ, it is obtained growth factors presented in the following form

ρ1 =
A1− iB1

A1 + iB1
, ρ2 =

A1− iC1

A1 + iC1
, (3.15)

where

A1 = 2b1−
40ε

h2 b2,B1 = 0,C1 =
5κ∆t

h
b3

b1 = cos2Φ+26cosΦ+33,b2 = cos2Φ+2cosΦ−3,

b3 = sin2Φ+ sinΦ

|ρ1|= |ρ2|= 1 from Equation (3.15)) and therefore |ρ1|.|ρ2|= 1. It can be clearly stated that systems (3.12) and (3.13) are unconditionally
stable. Because, the conditions |ρ1| ≤ 1, and |ρ2| ≤ 1 are satisfied.

4. Scheme II: Lie- Trotter Splitting Lumped Galerkin FEM with Cubic B-Spline

In this section, the numerical solutions of EW equation are found by applying Lie- Trotter splitting technique based on cubic B-spline
Galerkin FEM, after dividing into as in Eqs. (3.1) and (3.2). We can get the Lie- Trotter splitting algorithm as in (3.3), (3.4) given in section
3. For the problems given by Eqs. (3.3), (3.4), the boundary conditions U(xL, t) =U(xR, t) = 0,Ux(xL, t) =Ux(xR, t) = 0 are utilized. Eqs.
(3.3), (3.4) are integrated on region [xL,xR] multiplying by the weight function W . Then, Z = y is taken and applied the partial integration for
acquiring weak forms. Let’s get the numerical ones uN(x, t) and yN(x, t) corresponding to the exact solutions u(x, t) and y(x, t) of Eqs.(3.3)
and (3.4), respectively. These approximations can be taken as in (3.9) equality, in terms of cubic B-spline shape functions ϕ j(x) like in
section 2. The approximate solutions over [0,h] with the help of local transformation can be written as follows in terms of σ

UN(σ , t) =
m+2

∑
j=m−1

ϕ j(σ)δ e
j (t), yN(σ , t) =

m+2

∑
j=m−1

ϕ j(σ)Ψe
j. (4.1)

Imlementing the local coordinate transformation, the following equations on a typical element e are obtained∫ h

0

[
Wut + εWσ uσt

]
dσ = εWuσt |h0, (4.2)

∫ h

0

[
Wyt + εWσ yσt +WZmyσ

]
dσ = εWyσt |h0, (4.3)

in which κ = Zm = ym. Here, writing approximation functions uN ,yN in Eq. (3.9) in place of u,y in Eqs.(4.2) and (4.3) and cubic B-spline
functions in place of W, we can acquire

m+2

∑
j=m−1

[(∫ h

0
ϕiϕ j + εϕ

′
i ϕ
′
j

)
dσ − εϕiϕ

′
j |h0
]
δ̇ j = 0, (4.4)

m+2

∑
j=m−1

[(∫ h

0
ϕiϕ j + εϕ

′
i ϕ
′
j

)
dσ − εϕiϕ

′
j |h0
]
Ψ̇ j +

m+2

∑
j=m−1

[(∫ h

0
Zmϕiϕ

′
j

]
Ψ j = 0, (4.5)
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The element matrices Ae,Be,Ce,Ee on e are computed (i, j = m−1,m,m+1,m+2)

Ae =
∫ h

0
ϕiϕ jdσ ,Be =

∫ h

0
ϕ
′
i ϕ
′
jdσ ,Ce =

∫ h

0
ϕiϕ

′
jdσ , ,Ee = ϕiϕ

′
j |0h .

If δ e = (δ e
m−1,δ

e
m,δ

e
m+1,δ

e
m+2)

T , Ψe = (Ψe
m−1,Ψ

e
m,Ψ

e
m+1,Ψ

e
m+2)

T are gotten, the following equations can be written

(Ae + εBe− εEe)δ̇ e = 0, (4.6)

(Ae + εBe− εEe)Ψ̇e +(Ce
1)Ψ

e = 0, (4.7)

Here Ce
1 is ZmCe matrix. As a result of using equations (4.6) and (4.7) on e, global equations are obtained in the following form

(A+ εB− εE)δ̇ = 0, (4.8)

(A+ εB− εE)Ψ̇+(C1)Ψ = 0. (4.9)

The unknowns in the Eqs.(4.8) and (4.9) are δ = (δ−1,δ0, ...,δN ,δN+1)
T , Ψ = (Ψ−1,Ψ0, ...,ΨN ,ΨN+1)

T , with N +3 dimensional and also
A,B,C,E are N +3 dimensional square matrices and these have generalized rows as follows:

A =
1

140
(1,120,1191,2416,1191,120,1),

B =
1

10h
(−3,−72,−45,240,−45,−72,−3),

E = (0,0,0,0,0,0,0),

C =
1
20

(−1,−56,−245,0,245,56,1),

ZmC =
1

20
(Z1,−18Z1−38Z2,9Z1−183Z2−71Z3,10Z1 +150Z2−150Z3−10Z4,71Z2 +183Z3−9Z4,38Z3 +18Z4,Z4)

where Zm =
Um +Um+1

2
. Substituting discretized forms (3.5),(3.6) given in section 3 in Eqs.(4.8) and (4.9), the following matrix systems

are happened

(A+ εB− εE)δ n+1 = (A+ εB− εE)δ n, (4.10)

(A+ εB− εE +(C1)∆t/2)Ψn+1 = (A+ εB− εE− (C1)∆t/2)Ψn. (4.11)

Utilizing the boundary conditions U(xL, t)=U(xR, t)= 0, the parameters (δ−3,δ−2,δ−1,δN+1,δN+2,δN+3), (Ψ−3,Ψ−2,Ψ−1,ΨN+1,ΨN+2,ΨN+3)
from systems (4.10),(4.11) are removed and δ = (δ0,δ1, ...,δN)

T , Ψ = (Ψ0,Ψ1, ...,ΨN)
T are unknown parameters and each of them are

N +1 dimensional. Thus, (N +1)x(N +1) matrix system is obtained. In order to make better the nonlinear terms in the system (4.11) is
implemented an inner iteration submitted as in section 1. At the point (xm, t),(m = 0(1)N) for any time level, both the knot values and
derivatives of the uN and yN can be expressed as

(.)m = ()m+1 +4()m +()m−1

(.)
′
m =

3
h
(()m+1− ()m−1)

(.)
′′
m =

6
h2 (()m+1−2()m +()m−1).

(4.12)

If the nodal values in the equalities (4.12) are substituted in the Eqs.(4.10),(4.11), the following system of equations is acquired

µ1δ
n+1
m−3 +µ2δ

n+1
m−2 +µ3δ

n+1
m−1 +µ4δ

n+1
m +µ5δ

n+1
m+1 +µ6δ

n+1
m+2 +µ7δ

n+1
m+3 =

µ1δ
n
m−3 +µ2δ

n
m−2 +µ3δ

n
m−1 +µ4δ

n
m +µ5δ

n
m+1 +µ6δ

n
m+2 +µ7δ

n
m+3

(4.13)

ρ1Ψ
n+1
m−3 +ρ2Ψ

n+1
m−2 +ρ3Ψ

n+1
m−1 +ρ4Ψ

n+1
m +ρ5Ψ

n+1
m+1 +ρ6Ψ

n+1
m+2 +ρ7Ψ

n
m+3 =

ρ1Ψ
n
m−3 +ρ2Ψ

n
m−2 +ρ3Ψ

n
m−1 +ρ4Ψ

n
m +ρ5Ψ

n
m+1 +ρ6Ψ

n
m+2 +ρ7Ψ

n
m+3

(4.14)

in which

µ1 =
1

140
− 3ε

10h
, µ2 =

120
140
− 72ε

10h
, µ3 =

1191
140

− 45ε

10h
, µ4 =

2416
140

+
240ε

10h
,
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µ5 =
1191
140

− 45ε

10h
, µ6 =

120
140
− 72ε

10h
, µ7 =

1
140
− 3ε

10h
,

and

ρ1 =
1

140
− 3ε

10h
− (

κ

20
)

∆t
2
, ρ2 =

120
140
− 72ε

10h
− (

56κ

20
)

∆t
2
,

ρ3 =
1191
140

− 45ε

10h
− (

245κ

20
)

∆t
2
, ρ4 =

2416
140

+
240ε

10h
,

ρ5 =
1191
140

− 45ε

10h
+(

245κ

20
)

∆t
2
, ρ6 =

120
140
− 72ε

10h
+(

56κ

20
)

∆t
2
,

ρ7 =
1

140
− 3ε

10h
+(

κ

20
)

∆t
2
.

Firstly of all, parameter δ 0 must be known to be able to begin the iteration process. Then, this parameter is found from the initial condition
and its first derivative in Eq.(1.2). As explained in section 3, firstly, system (4.13) is solved for δ n+1. Later, the founded values are utilized
instead of Ψn in system (4.14). The parameter δ 1 is computed via the parameter δ 0 obtained using Eq.(4.12). The calculation process can be
repeated till the requested time level.

4.1. Stability Analysis

To obtain the stability analysis of (4.13) and (4.14) systems with the cubic B-spline Galerkin finite element method, the Fourier method [32]
is used. For stability analysis in the nonlinear term yyx in Equation (3.4), the local constant Z will be used instead of y. If the Fourier modes
given in section 1.3 are substituted in (4.13), (4.14) systems, respectively and also the Euler formula given in section (3.1) is used , it is
obtained growth factors presented in the following form

ρ1 =
A2− iB2

A2 + iB2
, ρ2 =

A2− iC2

A2 + iC2
, (4.15)

A2 =
1
70

c1−
3ε

5h
c2,B2 = 0,C2 =

zm∆t
20

c3

c1 =
1

70
(cos3Φ+120cos2Φ+1191cosΦ+1208),c2 =−

3ε

5h
(cos3Φ+24cos2Φ+15cosΦ+40),

c3 = cos3Φ+ cos2Φ+ cosΦ.

It is |ρ1|= |ρ2|= 1 from Equation (4.15) and therefore |ρ1|.|ρ2|= 1. It can be clearly stated that systems (4.13) and (4.14) are unconditionally
stable. Because, the conditions |ρ1| ≤ and |ρ2| ≤ 1 are satisfied.

5. Numerical experiments and comparisons

This section presents a comparison with some of those found in the literature with numerical solutions obtained by implementing suggested
two schemes on two examples for the EW equation. To demonstrate the accuracy of both schemes, the error norms L2, L∞ and conservation
constants I1, I2, I3 given in the following are computed

L2 = ||U−UN ||2 =

√√√√h
N

∑
j=0

(U−UN)2

L∞ = ||U−UN ||∞ = max
j
|U−UN |.

and

I1 =
∫ xR

xL

U(x, t)dx,

I2 =
∫ xR

xL

[U2(x, t)+ εU2
x (x, t)]dx,

I3 =
∫ xR

xL

[U3(x, t)]dx.

Example 5.1. In this example, it has been considered the test problem given with boundary conditions U → 0 as x→ ∞, known as single
solitary wave and having the analytical solution as follows

U = (x, t) = 3csech2[k(x− x0− vt)]

in which the width of the solitary wave is k = 1/
√

4ε(ε = 1), the velocity of the wave is v = c and the amplitude of the wave is 3c. For both
schemes mentioned above, the conservative constants I1, I2, I3 and the error norms L2 and L∞ are computed. For this, the parameter values
x0 = 10,c = 0.1 and c = 0.03 are taken on the region [0,30] on time t = 80 in Table 1 and Table 2 for ∆t = 0.05,h = 0.03 and ∆t = h = 0.05,
respectively. Conservation features I1, I2, I3 and the error norms L2 and L∞ acquired by Lie- Trotter splitting technique using quintic B-spline
collocation and cubic B-spline Lumped Galerkin methods are compared with solutions of some previous works in literature. Tables 1-2 show
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Table 1: For existing schemes, comparison of invariants and error norms of Example 5.1 for x0 = 10,c = 0.1,h = 0.03,∆t = 0.05 on [0,30] with those in
Ref.[2,5,7,8,9,13,15, 17].

t I1 I2 I3 L2x103 L∞x103

Scheme I 0 1.199946 0.288000 0.057600 0.000000 0.000000
10 1.200014 0.288000 0.057600 0.024439 0.032846
20 1.200039 0.288000 0.057600 0.033170 0.044931
40 1.200052 0.288000 0.057600 0.037676 0.051012
80 1.200039 0.288000 0.057600 0.038827 0.051948

Scheme II 0 1.199946 0.288000 0.777600 0.000000 0.000000
10 1.200012 0.288001 0.777601 0.023366 0.032291
20 1.200036 0.288001 0.777603 0.032262 0.044170
40 1.200048 0.288000 0.777607 0.038488 0.050149
80 1.200036 0.288000 0.777609 0.045836 0.051068

[2] 0 1.19995 0.2880 0.05760 0.000 0.000
10 1.20010 0.28804 0.05761 0.048 0.033
20 1.20015 0.28805 0.05761 0.064 0.046
40 1.20005 0.28800 0.05760 0.049 0.052
80 1.19998 0.28798 0.05759 0.056 0.053

[9] 10 1.20001 0.287997 0.0576 0.033297 0.033415
20 1.20004 0.287997 0.0576 0.056561 0.045709
40 1.20015 0.287997 0.0576 0.098784 0.051895
80 1.20004 0.287997 0.0576 0.183785 0.095878

[13] 0 1.2000 0.2880 0.0576 0.000 0.0001
10 1.1985 0.2873 0.0573 0.900 0.618
20 1.1981 0.2868 0.0572 1.573 0.927
40 1.1967 0.2860 0.0570 3.475 2.136
80 1.1964 0.2858 0.0569 7.444 4.373

[17] 0 1.199945 0.288000 0.057600 0.000000 0.000000
10 1.200014 0.288000 0.057600 0.026141 0.033416
20 1.200040 0.288000 0.057600 0.038115 0.045711
40 1.200052 0.288000 0.057600 0.048432 0.051898
80 1.200041 0.288000 0.057600 0.054761 0.052850

[5] 80 1.20004 0.2880 0.0576 0.03962 0.05446
[7] 80 1.1910 0.2855 0.05582 3.849 2.646
[8] 80 1.23387 0.29915 0.06097 24.697 16.425
[15] 80 1.20004 0.2880 0.0576 0.03882 0.05151

Figure 5.1: The movement of single solitary wave with parameter value c = 0.1 for scheme I at t = 0(20)80.
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Figure 5.2: Absolute error with parameter value c = 0.1 for scheme I at t =80.

Figure 5.3: The movement of single solitary wave with parameter value c = 0.1 for scheme II at t = 0(20)80.
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Figure 5.4: Absolute error with parameter value c = 0.1 for scheme II at t= 80.

Table 2: For existing schemes, comparison of invariants and error norms of Example 5.1 for x0 = 10,c = 0.03,h = ∆t = 0.05 on [0,30] with those in
Ref.[6,9,10,11,12,17].

t I1 I2 I3 L2x103 L∞x103

Scheme I 0 0.359984 0.025920 0.001555 0.000000 0.000000
10 0.359991 0.025920 0.001555 0.003987 0.012107
20 0.359998 0.025920 0.001555 0.005516 0.008969
40 0.360006 0.025920 0.001555 0.008070 0.010555
80 0.360013 0.025920 0.001555 0.010428 0.013735

Scheme II 0 0.359984 0.025920 0.066355 0.000000 0.000000
10 0.359991 0.025920 0.066355 0.003982 0.012107
20 0.359997 0.025920 0.066355 0.005593 0.008969
40 0.360005 0.025920 0.066355 0.008682 0.010274
80 0.360012 0.025920 0.066355 0.012944 0.013369

[9] 10 0.359991 0.0259194 0.0015552 0.006478 0.004029
20 0.359998 0.0259194 0.0015552 0.012628 0.007013
40 0.360006 0.0259194 0.0015552 0.024398 0.01254
80 0.360013 0.0259194 0.0015552 0.047152 0.024708

[10] 10 0.35998 0.02592 0.00156 0.008724 0.012107
20 0.35998 0.02592 0.00156 0.006448 0.008969
40 0.35999 0.02592 0.00156 0.003515 0.004923
80 0.36000 0.02592 0.00156 0.001025 0.001483

[11] 10 0.35999 0.02592 0.00156 0.0063 0.0040
20 0.36000 0.02592 0.00156 0.0123 0.0081
40 0.36001 0.02592 0.00156 0.0236 0.0165
80 0.36001 0.02592 0.00156 0.0436 0.0309

[17] 0 0.359984 0.025920 0.001555 0.000000 0.000000
10 0.359992 0.025920 0.001555 0.003959 0.004029
20 0.359999 0.025920 0.001555 0.007352 0.007014
40 0.360007 0.025920 0.001555 0.013007 0.010863
80 0.360014 0.025920 0.001555 0.021446 0.014528

[6] 80 00.36665 0.02658 0.00162 2.683 1.836
[12] 80 0.36000 0.02592 0.00156 0.013 0.007
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Figure 5.5: The movement of single solitary wave with parameter c = 0.03 for scheme I at t = 0(20)80 .

Figure 5.6: Absolute error with parameter value c = 0.03 for scheme I at t= 80.
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Figure 5.7: The movement of single solitary wave with parameter c = 0.03 for scheme II at t = 0(20)80 .

Figure 5.8: Absolute error with parameter value c = 0.03 for scheme II at t= 80.
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Table 3: A comparison of invariant results of Example 5.2 for h = 0.05,∆t = 0.025 with those in Ref.[18]

Scheme I Scheme II [18]

ε t I1 I2 I3 I1 I2 I3 I1 I2 I3

0.05 0 1.77245 1.31598 1.02333 1.77245 1.31598 1.02333 1.77245 1.31598 1.02333
3 1.77250 1.31609 1.02347 1.77245 1.31598 1.02333 1.77245 1.31574 1.02346
6 1.77250 1.31609 1.02347 1.77245 1.31598 1.02333 1.77245 1.31563 1.02354
9 1.77250 1.31609 1.02347 1.77245 1.31598 1.02333 1.77245 1.31563 1.02354
12 1.77250 1.31609 1.02347 1.77245 1.31598 1.02333 1.77245 1.31561 1.02354

0.01 0 1.77245 1.26585 1.02333 1.77245 1.26585 1.02333 1.77245 1.26585 1.02333
3 1.77251 1.26598 1.02353 1.77245 1.26585 1.02333 1.77245 1.26497 1.02497
6 1.77251 1.26598 1.02353 1.77245 1.26585 1.02333 1.77245 1.26444 1.02543
9 1.77251 1.26598 1.02353 1.77245 1.26585 1.02333 1.77245 1.26426 1.02548
12 1.77251 1.26598 1.02353 1.77245 1.26585 1.02333 1.77245 1.26418 1.02548

that the numerical solutions obtained with both schemes for error norms are lower than ones of the compared approaches. It can be said in
the aftermath of the obtained results from both approaches that I1 is conserved and I2 and I3 are more conservative according to the studies
given in the Tables 1-2. Figures 1-8 displays movements of single solitary wave and absolute errors for ∆t = 0.05,h = 0.03 and speed values
c = 0.1 and c = 0.03 for both approaches at t = 0(20)80 and t = 80 respectively. It can be clearly seen from these figures that single solitary
wave whose shapes, amplitudes and speeds are quiet conservative during movement to right .

Example 5.2. Our second example concentrates on the solitary waves evolution of the EW equation using the Maxwellian initial condition
given in the following form [7]

U(x,0) = exp(−(x−20)2).

The invariant values of both approaches have been calculated for different values of ε = 0.05,ε = 0.01 and parameters ∆t = 0.025, h = 0.05
on [0,30] and compared with those in a recent study [18]. It can be clearly stated from Table 3 that the invariant results obtained with
approach 2 are more perfect than those of approach 1 and more consistent than those given in Ref.[18].

6. Conclusion

In the present work, approximate solutions of EW equation are acquired Lie- Trotter splitting technique via quintic B-spline Collocation and
cubic B-spline Galerkin FEMs. The presented schemes are implemented to two test problem to evaluate the correctness and performance of
both methods. The error norms with the conservation properties are computed. It can be seen that the recommended methods present very
good solutions. The expository example given in the study demostrate that the error norms are quite small and the conservation properties are
almost compatible. Looking at the results of this study, quintic B-spline collocation and cubic B-spline Lumped Galerkin method combined
with Lie–Trotter splitting technique applied for approximate solutions of the EW equation are to a good extent numerical approach. Last of
all, both methods can be used effectively and appropriately in other nonlinear partial differential equations utilized in many areas.
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[24] A.Başhan, Y.Uçar¸ NM.Yağmurlu and A. Esen, A new perspective for quintic B-spline based Crank-Nicolson-differential quadrature method algorithm

for numerical solutions of the nonlinear Schrödinger equation, Eur. Phys. J. Plus, 133 (12), (2018), https://doi.org/10.1140/epjp/i2018-11843-1.
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