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Abstract: As it is known, there are many sufficient conditions for the classification complex functions of

one variable f(z) , which are analytic and univalent in the open unit disc U = {z ∈ C ∶ ∣z∣ < 1} , and are also

normalized with f(0) = 1 − f ′(0) = 0 which are also known as normalization conditions. In this sense, the

main goal of present article is to derive some special sufficient conditions for f(z) to be starlike of order

2−r and convex of order 2−r in U , with r is a positive integer.
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1. Introduction
Let’s take A as the class of functions of the form

w = f(z) = z +
∞
∑
n=2

anz
n = z + a2z2 + . . . , (1)

which are analytic in the open unit disc U and additionally satisfy normalization conditions

f(0) = 1 − f ′(0) = 0 . If being univalent is imposed as an additional condition on the elements

of class A , class S , which is a subclass of class A , is obtained. The fact that a complex-valued

function f(z) is univalent in the unit disk U indicates that w = f(z) for distinct z elements in U

are also distinct [2]. In other words, the equation f(z) = w has at most one root in the unit disk U .

Under these conditions, the regions f(U) of the functions f(z) belonging to the class S exhibits

very interesting geometries. Moreover, these functions are classified using common geometries. We

denoted by S∗ the subclass of class S consisting of functions f(z) in class A , which exhibit a

starlike geometry with respect to the origin and also denote by C the subclass of class S consisting

of functions f(z) in class A , which exhibit a convex geometry. These two classes can be given
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analytically as

S∗ =
⎧⎪⎪⎨⎪⎪⎩
f(z) ∈ A ∶R(zf

′(z)
f(z)

) > 0, z ∈ U
⎫⎪⎪⎬⎪⎪⎭

(2)

and

C = {f ∈ A ∶R(1 + zf ′′(z)
f ′(z)

) > 0, z ∈ U}, (3)

respectively [2, 3, 6].

Furthermore, we denote by S∗(α) the subclass of S consisting of functions f(z) in class A , which

are satisfies the condition R(zf
′(z)

f(z)
) > α (0 ≤ α < 1) , and analytically this subclass is given as

S∗(α) = {f ∈ A ∶R(zf
′(z)

f(z)
) > α,α ∈ [0,1), z ∈ U}. (4)

Similarly, also we denote by C(α) the subclass of S consisting of functions f(z) in class A , which

are the satisfies the conditions R(1 + zf ′′(z)
f ′(z)

) > α (0 ≤ α < 1) . Analytically this subclass is given

as

C(α) = {f ∈ A ∶R(1 + zf ′′(z)
f ′(z)

) > α,α ∈ [0,1), z ∈ U}. (5)

Functions belonging to subclasses S∗(α) and C(α) , respectively, are called starlike of order α and

convex of order α functions in the open unit disc U . For proofs of analytical characterizations

given so far, we refer to [1, 9, 12]. Since it is very difficult to classify analytic functions with

different domains, it would be good to remember that the domain of definition is taken as the open

unit disc U in the studies carried out in this field in the light of the Riemann mapping theorem. In

this sense, the information given is only valid for the analytic f(z) functions defined in the open

unit disc U and satisfying the relevant conditions. Moreover, it is clear that the common geometric

characterization of analytic functions belonging to a subclass cannot be generalized to all elements

of the classes that cover this class. At this stage, it is clear from the subclass relationship that

C(α) ⊂ S∗(α) ⊂ S∗ ⊂ S ⊂ A and S∗(0) = S∗ and C(0) = C for α = 0 . When interpreting the

subclass relationship given above, it will be helpful to remember that any convex region is also a

starlike region with respect to every point. Since the functions belonging to the class A meet the

normalization conditions, functions that are starlike according to the origin are mainly used in the

studies in this field.

Theorem 1.1 The classes S∗(α) and C(α) satisfies Alexander duality relation

zf ′(z) ∈ S∗(α)⇔ f(z) ∈ C(α), 0 ≤ α < 1. (6)
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The basic argument provided by this theorem, also known as the Alexander’s theorem that f(z)

is univalent and convex if and only if zf ′(z) can be univalent and convex [2]. In this case, it can

be said immediately that f is convex, according to the argument of Alexander’s theorem. This

brilliant theorem, which is not difficult to prove, is used as a very useful mathematical tool in

obtaining many results set forth in univalent function theory.

Definition 1.2 Let’s take f(z) and g(z) be analytic in the open unit disc U . If there is an analytic

function w(z) in U that satisfies the conditions w(0) = 0 , ∣w(z)∣ < 1 and f(z) = g(w(z)) , then

the f(z) function is said to be subordinate to the g(z) function and denoted as g(z) ≺ f(z) [2].

Lemma 1.3 (Jack’s Lemma) Let the (none constant) function w(z) be analytic in the open unit

disc U with w(0) = 0 . If ∣w(z)∣ attains its maximum value on the circle ∣z∣ = r < 1 at a point

z0 ∈ U , then c = z0w
′(z0)

w(z0)
, where c is a real number and c ≥ 1 .

It is well known that Jack’s lemma is a very useful mathematical tool used in many applications

in the theory of geometric functions [2, 5]. In this sense, we start by reminding that it is also used

as a basic tool in the proof of our results.

2. Main Results

Theorem 2.1 Let f(z) be a function in class A . If f(z) satisfies

R(1 + zf ′′(z)
f ′(z)

) < 3 + 2−r

2 (1 + 2−r)
, ∣z∣ < 1 (7)

for some 2 + 2−r(r ∈ N) , then

zf ′(z)
f(z)

≺ (2 + 2
−r) (1 − z)

(2 + 2−r) − z
, ∣z∣ < 1 (8)

and
RRRRRRRRRRR

zf ′(z)
f(z)

− 2 + 2−r

3 + 2−r
RRRRRRRRRRR
< 2 + 2−r

3 + 2−r
, ∣z∣ < 1. (9)

This implies that f(z) ∈ S∗ (2−r) .

Proof As in many studies in this field, let’s define the function w(z) by

zf ′(z)
f(z)

= (2 + 2
−r) (1 −w(z))

(2 + 2−r) −w(z)
, w(z) ≠ 2 + 2−r (10)
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to prove the result of the theorem under the given conditions. It is clear that the function w(z) is

analytic in the open unit disc U and also w(0) = 0 . Thus, we need to prove that ∣w(z)∣ < 1 in U

according to the Jack’s Lemma Lemma 1.3. Since

1 + zf ′′(z)
f ′(z)

= (2 + 2
−r) (1 −w(z))

(2 + 2−r) −w(z)
− zw′(z)
1 −w(z)

+ zw′(z)
(2 + 2−r) −w(z)

, (11)

we have that

R(1 + zf ′′(z)
f ′(z)

) =R((2 + 2
−r) (1 −w(z))

(2 + 2−r) −w(z)
− zw′(z)
1 −w(z)

+ zw′(z)
(2 + 2−r) −w(z)

) ,

so R(1 + zf ′′(z)
f ′(z) ) =

3 + 2−r

2 (1 + 2−r)
, ∣z∣ < 1 for some 2+ 2−r(r ∈ N) . At this stage, using the exponential

form of the complex number provides ease of operation. Now, if there is a point z0 in U such that

max
∣z∣≤∣z0∣

= ∣w(z0)∣ = 1 , then w(z0) = eiθ and c = z0w
′(z0)

w(z0)
, c ≥ 1 by Jack’s Lemma 1.3. So, we have

1 + z0f
′′(z0)

f ′(z0)
= (2 + 2

−r) (1 −w(z0))
(2 + 2−r) −w(z0)

− zw′(z0)
1 −w(z0)

+ zw′(z0)
(2 + 2−r) −w(z0)

= (2 + 2−r) + (2 + 2−r) (1 − (2 + 2−r) + c) 1

(2 + 2−r) − eiθ
− c

1 − eiθ
.

Thus, if follows that

R( 1

(2 + 2−r) − eiθ
) = 1

2 (2 + 2−r)
+ (2 + 2−r)2 − 1
2 (2 + 2−r) (1 + (2 + 2−r)2 − 2cosθ)

and so R( 1

1 −w(z0)
) = 1

2
. This implies that, for 2 + 2−r1(r ∈ N) ,

R(1 + z0f
′′(z0)

f ′(z0)
) ≥ 3 + 2−r

2
+ (3 + 2

−r) (1 − (2 + 2−r) + c)
2 (1 + 2−r)

≥ 3 + 2−r

2
+ (3 + 2

−r) (−2−r)
2 (1 + 2−r)

= 3 + 2−r

2 (1 + 2−r)
.

This contradicts the hypothesis of our theorem. Therefore, there is no z0 ∈ U such that ∣w(z0)∣ = 1

for all z ∈ U , that is

zf ′(z)
f(z)

≺ (2 + 2
−r) (1 − z)

(2 + 2−r) − z
, ∣z∣ < 1.

12



Alaattin Akyar / FCMS

Furthermore, since

w(z) =
(2 + 2−r) ( zf

′(z)
f(z) − 1)

zf ′(z)
f(z) − (2 + 2−r)

and ∣w(z)∣ < 1 (∣z∣ < 1) , we conclude that

RRRRRRRRRRR

zf ′(z)
f(z)

− 2 + 2−r

3 + 2−r
RRRRRRRRRRR
< 2 + 2−r

3 + 2−r
, ∣z∣ < 1,

which implies that f(z) ∈ S∗ . ◻

While r →∞ in the theorem, the following corollary due to Singh R. and Singh S. is obtained

with a different calculation [11]. The proof is obtained directly from the proof of Theorem 2.1.

Corollary 2.2 Let f(z) be a function in class A . If f(z) satisfies

R(1 + zf ′′(z)
f ′(z)

) < 3

2
, ∣z∣ < 1,

then
zf ′(z)
f(z)

≺ 2(1 − z)
2 − z

, ∣z∣ < 1,

and
RRRRRRRRRRR

zf ′(z)
f(z)

− 2

3

RRRRRRRRRRR
< 3

2
, ∣z∣ < 1.

Theorem 2.3 Let f(z) be a function in class A . If f(z) satisfies

R(1 + zf ′′(z)
f ′(z)

) > 7 + 3.2−r

2 (2 + 2−r) (3 + 2−r)
, ∣z∣ < 1 (12)

for some 1 + 2−r(r ∈ N) , then f(z) ∈ C ( 3+2−r
2(2+2−r)) .

Proof We define the function in U by

f(z)
zf ′(z)

= (2 + 2
−r) (1 −w(z))

(2 + 2−r) −w(z)
, (w(z) ≠ 2 + 2−r, r ∈ N), (13)

so that w(z) is analytic in U and ∣w(z)∣ < 1 . In this case, if the logarithmically derivative of both

sides of equation (13) is taken and necessary simplifying are made,

1 + zf ′′(z)
f ′(z)

= (2 + 2−r) −w(z)
(2 + 2−r) (1 −w(z))

+ zw′(z)
1 −w(z)

+ zw′(z)
(2 + 2−r) −w(z)
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and hence

R(1 + zf ′′(z)
f ′(z)

) =R( (2 + 2
−r) −w(z)

(2 + 2−r) (1 −w(z))
+ zw′(z)
1 −w(z)

+ zw′(z)
(2 + 2−r) −w(z)

)

> 7 + 3.2−r

2 (2 + 2−r) (3 + 2−r)

for 1+ 2−r(r ∈ N) . Now, if there is a point z0 in U such that max
∣z∣≤∣z0∣

= ∣w(z0)∣ = 1 , then w(z0) = eiθ

and c = z0w
′(z0)

w(z0
, c ≥ 1 by Jack’s Lemma 1.3. So, we have

R(1 + z0f
′′(z0)

f ′(z0)
) = 1

2
+ 1

2 (2 + 2−r)
−

c ((2 + 2−r)2 + 1)

2(1 + (2 + 2−r)2 − 2 (2 + 2−r) cosθ)

and, for 1 + 2−r > 0 (r ∈ N) ,

R(1 + z0f
′′(z0)

f ′(z0)
) ≤ 1

2
+ 1

2 (2 + 2−r)
− 1 + 2−r

2 (3 + 2−r)

= 7 + 3.2−r

2 (2 + 2−r) (3 + 2−r)
.

This contradicts the hypothesis of our theorem. Therefore, there is no z0 ∈ U such that ∣w(z0)∣ = 1

for all z ∈ U , that is

f(z)
zf ′(z)

≺ (2 + 2
−r) (1 − z)

(2 + 2−r) − z
, ∣z∣ < 1.

Furthermore, since

w(z) =
(2 + 2−r) (1 − zf ′(z)

f(z) )

1 − (2 + 2−r) zf ′(z)
f(z)

and ∣w(z)∣ < 1 (∣z∣ < 1) , we conclude that f(z) ∈ C ( 3+2−r
2(2+2−r)) . ◻

Corollary 2.4 Letting r →∞ in Theorem 2.3, then f(z) ∈ C (3/4) .

3. Conclusion
As it is known, geometric functions basically aim to classify complex functions that are analytic

on the open unit disk, provided that they meet some additional conditions such as being univalent

and satisfying the normalization conditions. While doing this, a relationship is established between

the analytical properties of the functions in question and the geometric properties of their images,

as an interaction of analysis and geometry. If the function can be easily graphed, it will be fairly
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easy to classify the image set according to its geometric characterization. Unfortunately, that may

not always be the case. In this case, there are many analytical methods that can be used in the

literature. In this sense, we tried to give a different perspective to the conditions existing in the

literature.
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