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 With location-based smart applications, the flow of life can be facilitated and support can be 

provided in case of security and emergency situations. Indoor location detection provides various 

conveniences in complex structures such as hospitals, schools, shopping centers, etc. Indoor 

location detection studies are carried out by using data related to location and signal and machine 

learning methods. Machine learning has become frequently used as a solution method in this field, 

as in many other fields. When the studies in the literature are examined, it is seen that the studies 

are mainly focused on producing solutions with supervised machine learning algorithms. 

Unsupervised algorithms are frequently used to determine the labels of data groups that do not 

have labels. In this direction, it can be seen as the first step in labeling the data collected in indoor 

positioning studies and then using it for training predictive models to be developed with supervised 

learning methods. For this reason, the results to be obtained regarding the success and usefulness 

of cluster analysis will constitute an important basis for further studies. In this study, it is aimed to 

examine the success of unsupervised learning, in other words, clustering algorithms. The Wireless 

Indoor Localization Data Set and well-known k-Means and Fuzzy c-Means algorithms have been 

used with different distance measure. The obtained methods performances have been evaluated 

with internal and external indices. The results show that the clustering algorithms can cluster 

correctly data points in the range of 93-95% according to the accuracy and F measure value. 

Although performances indicators are very close to each other according to the internal indexes, it 

can be stated that the model obtained using the Manhattan distance measure and the k-Means 

algorithm has higher performance in terms of clustering success. 
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1. Introduction 

Positioning technologies are among the important 

technological study topics of today. These technologies are 

important in terms of determining the location, enabling 

active monitoring and routing. Positioning techniques are 

applied in two areas, indoor and outdoor. Global 

Positioning Systems (GPS), which uses satellite data and 

can detect position with a very low error, is widely used 

today. Position estimation is performed by a GPS receiver 

by measuring the difference between the arrival time of the 

satellite signals [1]. However, there are elements that 

prevent or attenuate line of sight and signal transmission, 

such as buildings, walls, roofs. Since these factors reduce 

the power and efficiency of satellite and radio signals, GPS 

is not as effective in determining location indoors and in 

high-rise urban areas. On the other hand, as a result of the 

increase in the use of mobile devices such as mobile 

phones, mobile communication systems enable location 

detection and monitoring indoors with Global System for 

Mobile Communications (GSM) signals. Although they 

differ in scope, method and type of location, technologies 

used via mobile devices or equipment for indoor 

localization include ultrasound, infrared, Wi-Fi, 

Bluetooth, Zig-Bee, Ultrawide Band, inertial navigation, 

magnetic-based methods, and Radio Frequency 

Identification (RFID) [2]. 

With location-based smart applications, the flow of life 

can be facilitated and support can be provided in case of 

security and emergency situations. Indoor location 

detection provides various conveniences in complex 

structures such as hospitals, schools, shopping centers, etc. 

In applications such as directing people, especially in 

closed areas such as museums and airports, tracking 

products in areas such as factories and warehouses, 

following elderly patients in need of support in areas such 
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as hospitals or nursing homes, finding a specific store in 

shopping centers, offering location-based advertisements, 

detecting of abnormal situations in units where security 

measures are intense etc. indoor localization technologies 

are used. In today's world, extracting information from 

data and using that information is very valuable. Although 

location data does not make sense on its own, transforming 

this data into new applications with dynamically 

personalized content can be transformed into important 

profits with a small additional bandwidth usage [3]. 

Moreover, along with various IoT protocols such as 

Bluetooth and WiFi, the connection between various 

devices has led to the emergence of more integrated 

systems. So, especially with the development of the IoT, it 

is clear that indoor location detection will appear in more 

applications and will become even more important in the 

next days [4]. 

In this study, it is aimed to examine the success of 

unsupervised learning methods, one of the machine 

learning methods, in indoor location estimation. The rest 

of this paper is as follows in “Literature Review” studies 

in literature have been given which point out the problem, 

in “Methodology” section the data, methods, performance 

indicators have been detailed, in “Results” section results 

has been presented, and “Discussion” and “Conclusion” 

sections include assessment of results. 

 

2. Literature Review 

Positioning studies are carried out by using data related 

to location and signal and machine learning methods. 

Machine learning has become frequently used as a solution 

method in this field, as in many other fields. [5] have stated 

that supervised learning techniques deal with labeled data 

in the data collection stage of indoor localization, and she 

counted SVM among the most frequently used algorithms. 

[6] have examined the success of machine learning 

approaches with k-nearest neighbor (k-NN), rule-based 

classifier and random forest (RF) algorithms to predict 

indoor location using RSSI-based fingerprint method. [7] 

have presented an indoor positioning system (IPS) and 

motion tracking system for the elderly. Using the obtained 

data sets and Weka software tool, SVM, k-NN, RF and DT 

machine learning algorithms have been tested and the best 

classifier has been determined. [8] have presented an 

indoor location algorithm with the characteristics of WIFI 

fingerprint signals and a Naive Bayes machine learning 

algorithm. [9] has developed a mobile application that 

allows users to capture and create their own RSSI maps 

using the generated models to obtain the current indoor 

location. The models were obtained with Non-Nested 

Generalized Exemplars (NNge), Instance Based Learner 

(Ibk), Random Tree, RF and Random Committee machine 

learning algorithms. [10] have proposed an indoor 

localization approach based on fingerprints of Received 

Signal Strength Indicator (RSSI) measurements using 

Long Short-Term Memory (LSTM) Neural Networks. [11] 

have developed an integrated system for indoor location 

fingerprinting using Deep Neural Network (DNN) and 

improved k-NN algorithm. [12] have proposed a model for 

indoor localization with machine learning (ML) and deep 

learning (DL) algorithms in non-line-of-sight (NLoS) 

conditions using partial knowledge of channel state 

information (CSI). [13] have aimed to explore the possible 

improvement of system accuracy based on radio 

technology Bluetooth Low Energy through k-NN, Support 

Vector Machines (SVM), RF and Artificial Neural 

Network (ANN) machine learning approaches. [14] have 

pointed out a large number of mobile phone models 

causing changes in the measured received signal strength 

(RSS) in indoor positioning, they propose a deep learning-

based system using cellular metrics to provide consistent 

performance in invisible tracking phones. [15] have used 

machine learning algorithms to developed a sensing 

platform consisting of a sensor toolkit with an 

environmental data server to provide indoor location 

awareness. These algorithms include k-NN, SVM, 

Decision Tree (DT), Adaptive Boosting, RF, Lightgbm, 

Xgboost, Gaussian Naive Bayes, and Gradient Boosting 

Classifier. [16] have developed an indoor positioning 

algorithm based on Back Propagation Neural Network 

(BPNN) to solve the low position calculation efficiency 

and positioning accuracy due to the complexity of indoor 

environments. 

When the studies in the literature are examined, it is 

seen that the studies are mainly focused on producing 

solutions with supervised machine learning algorithms. In 

this study, it is aimed to examine the success of 

unsupervised learning, in other words, clustering 

algorithms in determining indoor location. Clustering 

algorithms are frequently used to determine the labels of 

data groups that do not have labels. In this direction, it can 

be seen as the first step in labeling the data collected in 

indoor positioning studies and then using it for training 

predictive models to be developed with supervised 

learning methods. For this reason, the results to be 

obtained regarding the success and usefulness of cluster 

analysis will constitute an important basis for further 

studies. 

 

3. Methodology 

3.1 Data  

The Wireless Indoor Localization Data Set, which is open 

access in the UCI Machine Learning Repository, was used in 

the study [17]. The use of an open data set allows comparison 

with studies to be developed by different researchers. In the 

data set, there are 8 attributes one of which is a class attribute 

and 2000 records. There are 4 different class values in the 

dataset, which includes the signal strength of seven WiFi 
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Figure 1. Descriptive statistics of the data 

signals received by a smartphone in an indoor area, and these 

values indicate four different rooms. The class attribute field 

will not be included in the analysis, it will be used to measure 

clustering success after clusters are obtained. The descriptive 

statistics of attributes has been given in the Figure 1. 

All values have been converted to values in the range of 

[0,1] by using the linear data transformation method as in 

Equation (1): 

 𝑥𝑛𝑜𝑟𝑚𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 =
(𝑥−𝑥𝑚𝑖𝑛)

(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛 )
 (1) 

3.2 Clustering  

Classification and clustering are the basic functions of 

machine learning. In classification, groups must reflect some 

reference class. In clustering, the categories are discovered 

within the dataset itself [18]. Data clustering is the work of 

bringing together similar records, in other words generate 

homogeneous sub-groups, in multidimensional data and 

revealing relationships based on some similarity criteria and 

model [19]. The important thing in clustering is to bring 

together similar records. Therefore, the most important 

measure is similarity. The similarity of records in the same 

cluster should be maximum (maximum), while the similarity 

of records in different clusters should be minimum 

(minimum). Within the scope of the study, models were 

developed with k-Means, Fuzzy c-Means and algorithms. 
 

k-Means Algorithm: 

Records in the data set are assigned to a number of clusters 

determined by the user according to the similarity measure. 

In a dataset of numeric values, the measure of similarity is 

the distance between two data points. The distance is 

calculated according to the Euclidean, Manhattan and 

Minkowski distance formulas. The steps of the algorithm are 

given below [20]: 

• The number of clusters is determined (k). 

• Cluster centers as many as the determined number of 

clusters are determined randomly. 

• The distance of each observation in the data set to the 

determined cluster centers is calculated and assigned to 

the cluster to which it is closest. 

• Cluster centers are recalculated after all observations 

have been assigned. 

• The third and fourth steps are repeated for the specified 

number of iterations, until the cluster centers do not 

change, and it falls below a predetermined very small 

threshold value. 
 

Fuzzy c-Means: 

Fuzzy c-Means is the extension of k-Means with Fuzzy 

logic approach. Accordingly, each data point does not belong 

to only one cluster. Therefore, each data point has 

membership degrees for the specified clusters. Clusters are 

determined by considering these membership degrees. The 

steps of the algorithm are given below [21]: 

• The number of clusters (c), turbidity parameter (m), 

stopping criterion (Ɛ) are determined. 

• Initial membership degrees are randomly determined 

and a membership matrix is created. 

• Cluster centers are calculated. 

• New membership degrees and membership matrix are 

calculated according to cluster centers. 

• By checking the stopping criterion, the algorithm is 

renewed or terminated with the second step. 

3.3 Distance measure: 

Let each record in the data set consist of values of n 

different attributes. In this case, each record is represented by 

the vector 𝑥𝑘 = [𝑥𝑘,1, 𝑥𝑘,2, … 𝑥𝑘,𝑛]𝑇  and if the data set 

consists of N observations, the data set will be represented by 

𝑋 = {𝑥𝑘| 𝑘 = 1,2, … , 𝑁} . Distance measures have been 

used for numerical data points as a measure of similarity in 

cluster analysis. The data set used within the scope of the 

study consists entirely of numerical values. So, models have 

been prepared by using Euclidean (Equal (2)) and Manhattan 

(Equal (3)) distance measurements as distance measures. 
 

𝑑𝐸(𝑥𝑖 , 𝑥𝑗) = (∑(𝑥𝑖,𝑘 − 𝑥𝑗,𝑘)2

𝑛

𝑘=1

)

1/2

 

(2) 

𝑑𝑀(𝑥𝑖 , 𝑥𝑗) = ∑|𝑥𝑖,𝑘 − 𝑥𝑗,𝑘|

𝑛

𝑘=1

 
(3) 

3.4 Performance Evaluation  

Various indicators are used to test the performance of the 

models developed in the artificial learning process. For 

cluster analysis, these indicators are called internal and 

external indices. External indexes are also used in the 

measurement of success of models in which the supervised 

learning method is used. A confusion matrix (Table 1) is 

created by comparing the labels produced by the model with 

the actual labels of the data set. The values of the indicators 

are calculated over this matrix. Internal indexes are 

calculated regarding the similarity of cluster elements to each 

other as a result of clustering. 

Within the scope of the study, accuracy measure from 

external indices and Dunn, Silhouette, Davies-Bouldin, and 

C index indices from internal indices have been used. The 

calculations of these index measures are given in Appendix. 

 

 



 

 
Table 1. Confusion matrix 

  Actual Class 

  Positive Negative 
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True Positive 

(TP) 

False Positive 

(FP) 

Negative 
False Negative 

(FN) 

True Negative 

(TN) 

 

4. Results 

The results of the clustering algorithm according to accuracy 

measure and F score have been given in Figure 2 and Figure 

3. When the results are examined, Fuzzy c-Means can 

estimate correctly room 4 with an accuracy value of 99.6%, 

regardless of the distance measure, and this value is the 

highest accuracy value obtained. The models developed with 

Fuzzy c-Means have predicted correctly room 1 with 98% 

accuracy and room2 with 98.6% accuracy rates and the 

highest success. 

The accuracy values of each model have been averaged to 

determine the success of predicting all rooms correctly. 

According to the Manhattan distance, the average accuracy 

value obtained with the k-Means algorithm is 93.7% and the 

average accuracy value obtained with the Fuzzy c-Means 

algorithm is 95.2%. According to the Euclidean distance, the 

average accuracy value obtained with the k-Means algorithm 

is 94.3% and the average accuracy value obtained with the 

Fuzzy c-Means algorithm is 94.1%. 

 

 
Figure 2. Results of clustering algorithms according to accuracy measure 

     
Figure 3. Results of clustering algorithms according to F score measure.
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Table 2. Results of clustering algorithms according to internal 

indexes 

 KM_ M KM_E FCM_M FCM_E 

DI 0,042 0,035 0,027 0,029 

SI 0,421 0,423 0,378 0,420 

DBI 0,891 0,868 0,927 0,866 

CI 0,059 0,065 0,090 0,066 

CI: C index, DBI: Davies-Bouldin Index, DI: Dunn Index, 

FCM_E :Fuzzy c-Means Euclidean Distance, FCM_M: Fuzzy c-Means 

Manhattan Distance, KM_E: k-Means Euclidean Distance, KM_M: k-

Means Manhattan Distance 

 

The F score values of each model have been averaged to 

determine the success of predicting all rooms correctly. 

According to the Manhattan distance, the average accuracy 

value obtained with the k-Means algorithm is 93.8% and the 

average accuracy value obtained with the Fuzzy c-Means 

algorithm is 95.1%. According to the Euclidean distance, the 

average accuracy value obtained with the k-Means algorithm 

is 94.3% and the average accuracy value obtained with the 

Fuzzy c-Means algorithm is 94.2%. 

As a result of successful clustering, Dunn and Silhouette 

should get maximum values, Davies-Bouldin and C index 

should get minimum values. When Table 2 regarding the 

internal index values is examined, the models produced with 

k-Means-Manhattan distance according to Dunn and C 

indices, k-Means-Euclidean distance according to Silhouette 

index, Fuzzy c-Means-Euclidean distance according to 

Davies-Bouldin index have been successful. In addition, it is 

seen that the results are close values. 

5. Conclusions 

As stated in the method section, clustering models have 

been obtained according to different distance measures by 

using the data set and the specified methods. As a result of 

running these models, all records in dataset have been 

assigned to four different clusters. The resulting cluster 

labels have been compared with the labels in the original data 

set expressing the location. Thus, it has been determined 

whether the clustering algorithms can make a correct 

clustering, and whether the users in the rooms and the users 

in the clusters determined by the algorithms match each other. 

The determined performance indicators have been calculated 

and the success of the clustering method has been evaluated 

according to these indicators. 

When the results are evaluated according to internal and 

external indexes, different situations arise. While the external 

indices show the success of the Fuzzy c-Means algorithm, 

the inner indices indicate the success of the k-Means 

algorithm. At this point, external indexes should be taken as 

a basis for classification success. In the study, not only the 

accuracy measure was considered, but the F measure was 

especially preferred in order to include the results of different 

performance measures in the evaluation. Both performance 

measures produced parallel results when the separate success 

values obtained for the classes were averaged, and the most 

successful model was determined as Fuzzy c-Means using 

Manhattan's distance.  

When the similarities of the elements within the cluster are 

examined, it is seen that the success of the clustering analysis 

has changed. According to the distances of the elements in 

each cluster, the results point to the k-Means algorithm, 

which mainly uses the Manhattan distance. It can be natural 

for this situation to occur. This situation can be evaluated 

from two perspectives. The evaluation is made according to 

the data points within the cluster, not a reference point. In 

other words, higher intra-cluster similarities have been 

obtained in the clusters obtained with k-Means. However, 

this situation can be interpreted as that although the data 

patterns in the main data set show similar features, this high 

similarity cannot produce a fully effective result in spatial 

clustering. On the other hand, average values for each model 

have been obtained for external indices. However, when the 

prediction accuracies on the basis of rooms are examined, it 

will be seen that there are variations in the prediction success. 

When it is desired to perform location prediction on a data 

set without a class label, the correct number of clusters must 

be determined absolutely. Internal indexes will need to be 

used when determining this number. Even if this situation 

causes performance losses in the next location estimation 

stage, in general terms, clustering analysis can also achieve 

results that can compete with classification models. 
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Appendix 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

(A.1) 

𝐷𝑢𝑛𝑛 =
𝑚𝑖𝑛

1 ≤ 𝑖 ≤ 𝑛
{{

𝑚𝑖𝑛
1 ≤ 𝑗 ≤ 𝑛

𝑖 ≠ 𝑗

𝑑(𝑐𝑖 , 𝑐𝑗)

𝑚𝑎𝑘𝑠1≤𝑘≤𝑛(𝑑′(𝑐𝑘))
}} 

(A.2) 

𝑆𝑖𝑙ℎ𝑜𝑢𝑒𝑡𝑡𝑒(𝑘) =
1

𝑛
∑

𝑏𝑖 − 𝑎𝑖

𝑚𝑎𝑘𝑠 (𝑏𝑖 , 𝑎𝑖)

𝑛

𝑖=1

 
(A.3) 

𝐷𝑎𝑣𝑖𝑒𝑠 − 𝐵𝑜𝑢𝑙𝑑𝑖𝑛 =
1

𝑛
∑

𝑚𝑎𝑘𝑠
𝑖 ≠ 𝑗

{
𝛼𝑖 + 𝛼𝑗

𝑑(𝑐𝑖 , 𝑐𝑗)
}

𝑛

𝑖=1

 
(A.4) 

𝐶_𝐼𝑛𝑑𝑒𝑥 =
𝑆𝑊 − 𝑆𝑚𝑖𝑛

𝑆𝑚𝑎𝑥 − 𝑆𝑚𝑖𝑛

 
(A.5) 

𝑐𝑖  and 𝑐𝑗, cluster centers 

𝑑(𝑐𝑖 , 𝑐𝑗), distance between 𝑐𝑖  ve 𝑐𝑗 

𝑑′(𝑐𝑘), distance between records in set k 

𝑎𝑖, average distance of record i in the cluster from all other records in the same cluster 

𝑏𝑖, minimum value of the mean distances of record i to the records in other clusters 

𝛼𝑖 , average distance of records in cluster i from their cluster center 

𝑆𝑊 is the sum of the NW distances between all the pairs of points inside each cluster 

𝑆𝑚𝑖𝑛 is the sum of the NW smallest distances between all the pairs of points in the entire data set 

𝑆𝑚𝑎𝑥  is the sum of the NW largest distances between all the pairs of points in the entire data set. 
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