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Abstract

The prediction of the exchange rate time series has been quite challenging but is an
essential process. This is as a result of the inherent noise and the volatile behavior in
these series. Time series analysis models such as ARIMA have been used for this
purpose. However, these models are limited due to the fact that they are not able to
explain the non-linearity as well as the stochastic properties of foreign exchange rates.
In order to perform a more accurate exchange rate prediction, deep-learning methods
have been employed withremarkable rates of success. In this paper, we apply the Long-
Short Term Memory Neural Network to predict the USD/TL exchange rate in Turkey.
The result from this paper indicates that the Long-Short Term Memory Neural Network
deep learning method gives higher prediction accuracy compared to the Auto Regressive
Integrated Moving Average and the Multilayer Perception Neural Network models.

Keywords: Prediction, Exchange Rate, Time Series, ARIMA, LSTM, MLP.

Oz

Déviz kuru zaman serisinin tahmini oldukg¢a zorlu, ancak 6nemli bir siiregtir. Bu,
serilerdeki kalitsal giiriiltii 6zelliginin ve kirilgan davraniginin  sonucudur. Bu amagla
ARIMA gibi zaman serisi analiz modelleri kullanilmigtir. Ancak bu modeller d6viz
kurlarmin stokastik 6zelliklerinin yan1 sira dogrusal olmama &zelliklerini de
aciklayamamalari nedeniyle sinirhidirlar. Daha dogru bir doviz kuru tahmini
gergeklestirmek i¢in, Onemli bagar1 oranlarima sahip derin 6grenme yontemleri
uygulanmaktadir. Bu ¢aligma da, Tirkiye'deki USD/TL kurunu tahmin etmek igin
Uzun-Kisa Vadeli Bellek Sinir Agi yontemi uygulanmaktadir. Bu makaleden elde edilen
sonug, Uzun-Kisa Siireli Bellek Sinir Ag1 derin 6grenme yonteminin otoregresif
hareketli ortalamalar yontemi ile Cok katmanli Yapay Sinir A1 modellerine kiyasla
daha yiiksek tahmin yapmaktadir. .

Anahtar Kelimeler: Tahmin, Doviz Kuru, Zaman Serileri, ARIMA, LSTM, MLP.
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GENISLETILMIS OZET
Calismanin Amaci

Bu makale makroekonomik gostergeler iizerinde en temel belirleyicilerden biri olan déviz kuru
tahminlerini kavramsal ve ampirik olarak incelemektir. Bu amagla kur tahminini en dogru gergeklestiren
modeli tespit edebilmek adina klasik lineer ve lineer olmayan klasik yapay sinir aglar1 yontemleriyle
daha ¢ok katman ve uzun hafiza ile ¢alisan Yigilmig Uzun kisa siireli bellek (LSTM) yo6nteminin
karsilastirmali analizi yapilmis ve en dogru sonucu veren yontem ortaya konmustur. Elde edilen ampirik
sonuglar hem yatirimcilar hem konu iizerinde ¢alisanlar i¢in d6viz kuru tahmini konusunda literatiire
katki saglanacaktir.

Arastirma Sorulari

Bu calismanin cevaplamaya ¢alistig1 arastirma sorulari; - Kur oynakliklar1 yatirimeilar
icin ne anlama gelmektedir2- Kur tahmin yontemlerinden zaman serilerinin kullanimi sonuglari
acisindan ne kadar etkindir?- Kur tahmin yontemlerinden birbirine karsi olan istiin ve zayif
yonleri nelerdir?- ARIMA ve Yapay zeka modellerinin sonuglarindan hangisi daha dogru sonug
vermektedir?

Literatiir Arastirmasi

Chandwani Deepika ve Manminder S. Saluja (2014), Okash K. Mahmoud (2014), Pallabi ve
Kumari (2017), and Sujin vd. (2017) yapay zeka modellerinin tahminlerde diger modellere gore daha
basarili sonuglar verdigini ortaya koyan secilmis ¢alismalardir. Literatiirde doviz kurunun tahminini
yapay sinir aglari ile inceleyen diger ¢aligmalardan en 6nemlileri ise Greff et al (2016), Azzouni and
Pujolle (2017), Kong Yun-Long vd. (2018), LiYi Fei, vd. (2018) tarafindan gerceklestirilmis olup,
Tiirkiye’de bu konuda calismalarda kurun yapay sinir aglar1 ve klasik zaman serileri karsilagtirmalari
iizerinde analiz eden caligmalarda genel ortak bir kani olugmamistir. Literatiirde doviz kurunun
tahminini yapay sinir aglari ile inceleyen temel ¢aligmalardan en 6nemlileri Greff et al (2016), Azzouni
and Pujolle (2017), Kong Yun-Long vd. (2018), LiYi Fei, vd. (2018) tarafindan gerceklestirilmis olup,
Tiirkiye’de bu konuda caligmalarda kurun yapay sinir aglar1 ve klasik zaman serileri kargilagtirmalari
iizerinde analiz eden ¢aligmalarda genel ortak bir kan1 olugsmamaistir.

Yontem

Literatiirde, doviz kuruna ait zaman serilerinin tahmini igin otoregresif hareketli
ortalamalar (autoregressive integrated moving average-ARIMA) modeli ve yapay sinir aglari
(NNP) modelleriyle tahminleri kullanan ¢aligmalara oldukga sik rastlanmaktadir. Ancak bu
yontemler hem kisa hafizali oldugu hem de kur serisindeki dogrusal olmayan iligski sorununu
¢ozemedigi icin elestirilmektedirler. Bu ylizden, ARIMA gibi dogrusal serilerle analiz yapan
ve Yapay sinir aglar1 gibi kisa hafizali modellerin yaninda farkli yontemlere gereksinim

duyulmaktadir. Sepp Hochreiter ve Jurgen Schmidhuber'a gore, uzun kisa siireli bellek hafiza
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modelleri (LSTM) ilk olarak 1997 yilinda tekrarlayan yapay sinir aglart (RNN)m karakterize
eden akis hata terimleri analizinden esinlenerek gelistirilmistir. Bu hata terimleri, mevcut
modellerin uzun siire gecikmeler nedeniyle sonuglarinda ortaya ¢ikan degerlerin dogrulugunu
analiz edilme ihtiyacin1 ortaya koymustur. LSTM’lerin klasik NN'lerin zaman serisindeki
gecikmeli ve aralikli olaylar1 igsleme ve tahmin etme yetene§i géz Oniine alinarak finansal
serilerin tahmini i¢in uygun hale getirilmistir. Bu calismada Tiirkiye Cumhuriyet Merkez
Bankasinda 2001 ve 2020 yilina ait nominal TL/ ABD dolar serisini tahmin etmek icin ARIMA
(Autoregressive Integrated Moving Average), ¢ok katmanli yapay sinir aglart (MLP) ve Uzun
kisa vadeli hafiza aglar1 (LSTM) modeller segilerek kur tahmin sonuglar karsilastirilmistir.

Sonu¢ ve Degerlendirme

Tiim ekonomik islemlerin finansal karsiliklari, doviz kurlarinin gelecekteki degerinden
dogrudan etkilenmektedir; bu yiizden, doviz kuru hareketlerini yiiksek oranda dogru tahmin
etmek tlim piyasa oyuncularin yatirnm kararlari i¢in ¢ok kritiktir. Doviz kurlarinin tahmin
etmesi, ekonomik ve siyasi olanlar da dahil olmak tizere gesitli faktorlere bagli, zorlu bir gorev
oldugu icin doviz kurlarinin dogru tahmin eden ekonometrik modellerin tespiti ekonomik
aktorlerin ekonomiye daha fazla yatirim yapmalarina neden olacaktir. Bu ¢alisma, doviz kuru
tahmini i¢in makine 6gretisi yontemleri ve klasik istatistiksel modellerin karsilagtirilmasina
odaklanmistir. Temel hedef, Dolar / Tiirk Lirast degerini tahmin etmek i¢in en iyi tahmin
yontemini tespit etmektir. Bu amacla, mevcut tarihsel verilere dayanarak Dolar/ TL serisini
tahmin etmek i¢in ARIMA, Cok Katmanli Algilayict (MLP) ve Uzun Kisa Siireli Bellek
(LSTM) olmak iizere ii¢ tiir istatistiksel yontem kullanilmistir. Bu verileri egitim modelleriyle
beslemeden once, degerlerin modeller i¢cin daha uygun hale getirmek i¢in veri kiimesine 6n
islem adimlar1 uygulanmistir. Bu 6n isleme adimlari, verilerin temizlenmesini, verilerin
denetlenen bir Ogrenme sorununa doniistiiriilmesini ve farklilasma uygulamalarini
icermektedir. Elde ettigimiz sonuca gore, ARIMA ve MLP sinir agiyla karsilagtirildiginda,
Yigilmis LSTM'nin doviz kurlarini tahmin etmek icin gosterdigi dogrulugun daha basarili
oldugu ve bunlart daha karmasik hibrit derin 6grenme tekniklerine genisletmeye odaklanacak
gelecekteki caligmalara ilham verdigidir. Ayrica, gelecekteki calismalarda, modellerin en
uygun zaman gecikmelerini otomatik olarak belirlemesine yardimei olmak i¢in degistirilebilir

zaman sirasi giris uzunluguna sahip LSTM modelleri kullanilabilir.
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1. INTRODUCTION

Economic actors such as investors involved in international business transactions are mostly
faced with currency risk due to volatilities in the foreign exchange markets and the unexpected
movements of exchange rates. Accurate forecasting of the exchange rate would therefore play a
significant role in macroeconomic analysis for stability and economic growth. This goal has recently

become popular among empirical analysis of economic studies.

In an integrated economic and financial markets, exchange rates play a significant role in
macroeconomic policies towards ensuring economic goals focusing on the growth. Stable exchange rate
would determine healthy imports and exports activities thereby achieving sustainable trade balance of
the country.

Exchange rates are characterized with inherently noisy, non-stationary and deterministically
chaotic tendencies which suggest that information about past behavior of such markets there is no
completely capture the dependencies between future and past rates. Therefore, constructing rebuts
exchange rate prediction is a lucrative factor for the future income of many businesses and fund

managers.

Business environments rely on financial data to develop plans for future trade. A critical
consequence of inaccurate forecast of financial indicators is that, it makes it harder for investors to make
good decisions. Inaccurate forecast problems may grow catastrophic, steering to business collapse and

become a serious problem even if they survive.

With the rapid integration of financial markets, the accurate prediction of systems is difficult
mainly due to the chaotic conditions of these markets coupled with the fact that market features are quite
volatile and non-linear. For several years, a variety of econometric analysis have been applied for

analyzing and forecasting financial time series data.

These methods range from the classical time series forecasting methods such as the Auto
Regressive Integrated Moving Average (ARIMA), Auto Regressive Moving Average (ARMA), Moving
Average (MA), Auto Regressive (AR) as well as exponential smoothing. However, noisy, non-linear,
complex, dynamic, nonparametric, and chaotic form of financial data are not correctly captured by these
classical statistical methods. Most classical statistical models for time series forecasting have to assume
that the time series is linear (Kleiner, 1977). However, the presence of non-linearity and noisy features
in real world data yields some forecasting problems, which will result in inaccuracy of figures and

unreliable results.

In Turkey, following the fast pace of development of the financial markets as well as the huge
impact of both the domestic and international policies on key financial variables, the country has

witnessed some exchange rates fluctuations. Given the essential and significant role that the financial
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industry plays and contributes to the economy, the exigence of making accurate exchange rate forecast

cannot be over emphasized.

The accurate predictions of exchange rates are important to enable effective planning and
policies settings including monetary policies and fiscal policies that will enhance currency performance
in the international markets as well as support the economy. Unfortunately, however, the non-linear and
stochastic features that characterize exchange rates do not allow for accurate predictions using the

existing linear models.

In recent studies, deep learning neural networks have received great attention both in the
industry and the academic world (LeCun, Bengio, and Hinton, 2015). The introduction of deep learning
methods in recent decades has provided serious competition to the classical statistical models used for
time series forecasting. Some of the commonly used models include artificial neural networks (ANN)
and support vector machines (SVM).

These models are widely used due to their ability to successfully perform classification and
prediction tasks on financial time series data by learning and modeling the nonlinearity in such data. In
Chandwani Deepika and Manminder S. Saluja (2014), Okash K. Mahmoud (2014), Pallabi, and Kumari

(2017), and Sujin et al. (2017) the high forecasting success of machine learning methods are discussed.

The fast pace at which financial forecasting is developing as well as the fact that financial data
being a valuable information source for both domestic and international investors and traders calls for
continuous studies. In modern financial forecasting studies, researchers largely focus on developing
hybrid models. This is aimed at harnessing the combined strength of data mining models, statistical
methods, and machine learning algorithms (Khairalla and Al-Jallad, 2017; Osério et al., 2019 and Das,
Mishra, and Rout, 2020).

In the literature of exchange rate forecasting, the most commonly explored machine learning
techniques include a series of recurrent neural networks like the Long-Short Time Memory (LSTM)
used to handle classification and predictions problems in financial data including Greff et al (2016),
Azzouni and Pujolle (2017), Kong Yun-Long et al. (2018) and LiYiFei, and Han Cao (2018). In Turkey,
the neural network which is most suitable and offers the highest prediction accuracy for exchange rates

remains unresolved.

The paper provides a compact view of a specific problem, related to forecasting exchange rate
series for the case of Turkey. The originality of this article is that we applied the LSTM neural networks
(NN) which outperforms both ARIMA and MLP models in Turkey. The Adam optimizer is used for the
LSTM model with a learning rate of 0.001.
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To establish a baseline for comparing our model, we tested the LSTM models with ARIMA and
MLP models on current exchange rates of US Dollar (USD) to Turkish Lira (TRY). The results from
this study shows that LSTM neural networks (NN) outperform both ARIMA and MLP models.

The rest chapters of this research paper is structured as follows; methodology, models and data
description are included in Section Il. The results of the models are shown in chapter I11. Finally, chapter

IV draws conclusions and suggests future works.

2. METHODOLOGY, MODELS AND DATA
2.1. Methodology

According to Sepp Hochreiter and Jurgen Schmidhuber, LSTM was first proposed in 1997
stemming from error analysis for flow that characterizes RNNs (Hochreiter et al., 2001). This error
indicated that the existing architectures were out of reach due to long time lags. Given the ability of
LSTM NNs to process and predict delayed and interval events in time series, this makes it suitable for

predictions and for that matter prediction of the exchange rate.
2.1.1. Recurrent Neural Networks (The first version of LSTM)

A recurrent neural network (RNN) is an improvement of the multilayer perceptron network
(MLP) containing the input, hidden and output layer. The functioning of RNNs occurs on sequences of
inputs. The same task is performed on each sequence and the current output depends on the computations
from the previous sequence. Unlike Feed-forward neural networks that have a one-to-one vector
mapping of input to output, RNNs are capable of mapping from the squence of initial inputs to each

output. Thus, RNNSs do seg-2-seq mapping.

Theoretically, RNNs are capable of using information from long arbitrary sequences for

prediction. In practice however, RNNs are restricted to recall for step-by-step.

(Fig. 1) shows a simple RNN containing one input layer, one recurrent hidden layer that is folded
into a full network and one output layer. The input, output and hidden state at time step t are indicated
by x:, o;, and s; respectively. s; is the memory of the network. U, V, W are parameters in different
network layers. s_(t) is the memory structure consisting of U, V, W - parameters in different layers of

the network.

According to Faraway and Chatfield (1998), the traditional neural networks employ different
parameters at each layer whereas RNNs parameters are used repeatedly across all steps as shown below.

This reduces numbers of all variables that is required to train the model.

In the Forward propagation network, the current layer uses network connection and the weight
to calculate the input data as outputs to the next layer. Sj(t) refers to the output of the hidden layer at

each t interval step.
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Si(®) = fFEixOvje + Tt sn(t — Dujy + by)

From the formula above, the input of the input layer at time step t is Y} x;(£)vj¢. The input of
the hidden layer at time step (t -1) is given by Y3' s, (t — 1)u;, + b;. Where b; represents the bias and

f(-) is a nonlinear map function such as ReLU or tanh.

Figure 1. Unfolded Recurrent Neural Network (RNN)

W unfold

X
Source: LeCun, Bengio, and Hinton, 2015

The RNN has a similar forward pass as a single hidden layer of the MLP with the only distinction
being that RNN has activations to the hidden layer from two sources, the current external input and the
hidden layer process from former intervals of time. Let’s consider that an RNN has length t and x input

sequence with I, H and K input units, hidden units and output units respectively.

Considering that the value of input i attime t be x¢ and; a}, and b},be the network input to unit

h and the processing of unit h at time t sequentially (Li et al., 2018). The hidden layer will be:
ah = Tiza WinX{ + Zhr=1 Whmbyiy' @
Applying differentiable activation functions, we have:
b = On(ap) )
Then the network inputs to the output units is computed by:
ak = Yh-1 Whkbf, (4)

For RNN, a well-known algorithm, Backpropagation Through Time (BPTT) has been proposed
to calculate weight derivatives (Jaeger Herbert, 2002, p.1). The standard BPTT entails repeatedly using
the chain rule.

The activation of the hidden layer through its influence on the output layer, as well as its
influence on the hidden layer at the following time step, determines the loss function in RNN (Bengio,

Simard and Frasconi, 1994). This gives:
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8t = 0"(ah) XK_1 8iwnk + Xpr—q SE Wi (5)
Where

def aL
6]? = o (6)

j
The summation of all the sequences is used to obtain the derivatives for the entire network
weights:

t
oL _r OL 94 T Stpt
E = t=15j b; (7

aWi]' - t=1 aa}? 6wij

RNNs experience the problem of vanishing gradients. That is to say, in RNNs the perceptron of
nodes in front of time nodes declines with time (Graves, Jaitly and Mohamed, 2013).

2.1.2. Long-Short Term Memory (LSTM)

Addressing the problem of disappearing gradients in RNNSs, the LSTM creates memory cells
that can store information across long distances by dividing into three inner-cell gates (Gers,
Schmidhuber, and Cummins, 2000).

An LSTM neural network cell typically is made up of mainly four gates: Input, input
modulation, forget and output. By accepting initial input data, the input gate performs these incoming
data.

The Memory cell input gate process raw data from the output of the LSTM neural network
structure in the last operation. The Forget gate choices the ideal moment lag for the data order by
deciding when to clean output calculations. The Output gate generates data for the LSTM units by taking

all results calculated into consideration.

Figure 2. A Simple Model of Long-Short Term Memory Neural Network Cells

-~ ~
Ct-1 < ) Ct >
f
he1 | o | | e | |ta|nh| 1 « | he .
J

Source: Qiu et al., 2020
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In our exchange rate prediction model, the output layer of the LSTM cell consists of a linear
regression layer. The hidden state cells is denoted as as H(h4, h,, .., h,-) where as the input series and
the output sequence are denoted by X = (xq,%x5,..,%,-) and Y = yy,y,,.., ). respectively. Thus the

LSTM neural networks do the following computations:
h’t = H(Whyxt + Whhht—l + bh)’ fort= 1,...,T (8)
Vi = Whyhe + by, fort=1,...,T 9)

Then implemented as follows:

i = o(Wyixe + Wyiheq1 + Weice_q + b)) sfort=1,....T (10)
fe= oWypxe + Wpphe g + Wepceq + be); fort=1,...,T (11)
€t = fr* ci_q + iy *tan tanh Wy xy + Wypche—q + b.)sfort=1,...,T 12)
0r = o(Wyoxe + Wipohe_q + Weoceq + by); fort=1,...,T (13)
hs = o; tan tanh (c;); fort=1,....,T (14)
o(x) = —— (15)

The specific element wise activation functions of the LSTM are ¢ and tan h (Gers, Schraudolph,
and Schmidhuber, 2002). Equation 9 defines the classic sigmoid function defined representing as o.
The sigmoid function describes how much of each component that should be let through and take a

range of values between zero and one [0, 1].

When the value is zero, it means ‘let nothing through’ whereas a value of one implies ‘let
everything through.” We represent the input gate by i, the forget gate by f and lastly the output gate by
0. The hidden vector h needs to be equal to ¢. The weight matrix is denoted by W. The input gate
determines how the incoming vectors x; alter the memory cell state. The forget gate allows the memory
cell to either remember or forget its previous state. And finally, the effects of the memory cell on the

outputs is carried out through the output gate.
2.2. Data and Model

In this study, the exchange rate time series were generated from the Republic of Turkey Central
Bank data bank. The effective selling exchange rate of the Turkish lira to the United States dollar was
used. The daily exchange rate values are for the periods January 1, 2001 to August 10, 2020 excluding

weekends and public holidays. This consists of 4,930 data points used to train our models.

The data was normalized to the range between -1 and 1 using the Minimax Scalar. In this
experiment, we divided the data into training dataset and test dataset. We used 80% of the dataset for

training while the remaining 20% is used to test the prediction accuracy of our models. Before feeding
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this data into the training models, preprocessing steps needed to be applied on the dataset to make the
values more appropriate for the models. Preprocessing steps included cleaning the data, converting the

data to a supervised learning problem andapplying differencing.
2.2.1. Model Design

The time series forecasting is performed using deep learning methods. In our study, we
developed two neural network models for exchange rate series predictive modeling. These are the MLP

neural network and Stacked LSTM neural network.

The models are developed by first creating a differenced series of the entire dataset with an
interval of one. Thus subtracting the observation at period (t-1) from current period’s (t) observation.

This is done to make the data set stationary.

Establishing stationarity in univariate time series forecasting impacts model predictability and
reliability. In a univariate time series forecast, the data is then transformed into a supervised learning
problem. Thus the observation from the previous 5 time steps is used as the input for the current

observation.

Figure 3. MLP Neural Network

®

3

DN :/ - o N\ =/
9 an
A ) £$ ] A
Y € J

© ® ©

Source: Hu et all., 2020: 1487.

The MLP model consists of an Input layer and three hidden layers. The models require a single
neuron in the output layer with a linear activation function to predict the exchange rate at the next time
step. The first hidden layer has 100 neurons while the second and third hidden layers consist of 64 and

32 neurons respectively.

We use the Adam optimizer with a learning rate of 0.0001 and the Mean Square Error (MSE)
as the loss function in the model. The activation functions for the three layers including the Input layer
is the ReLU function. A batch size of one is used and the model is trained for 1000 epochs. In addition,

a dropout layer with a probability of 0.1 was added in order to reduce overfitting.
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The LSTM model is made up of an input layer and two stacked LSTM layers, a linear layer and
one output layer with a single neuron. The stacked LSTM layers both have 128 neurons and the last

hidden layer is an MLP layer with 10 neurons. The learning rate used for the Adam optimizer is 0.001.

The mean square error (MSE) is used as the loss function. The ReLU activation function is used
in the LSTM layers. The LSTM model is trained for 1000 epochs with a batch size of one in order to

make one-step forecasts on the test.
2.2.2. Experiment

The experiment was developed on an open-source machine learning library called TensorFlow
1.15.0. Keras which runs on Tensorflow is also used. Keras enables quick and easy prototyping, provides
the base for convolutional, recurrent neural networks and combinations thereof, and runs seamlessly on

central processing units (CPUs) and Graphical Processing Unit (GPUS).
2.2.3. Performance Evaluation

In order to evaluate the forecasting performance of the proposed methods, the following error
evaluation criteria are used: the MAE (mean absolute error), and RMSE (root mean square error).

1 r
MAE = —¥iL, 1y = il (16)

1 ,
RMSE = [[E82, 0y — ¥10?] an
Where y;is the actual output (exchange rate) at time i and y’; is the predicted output at time i.

3. RESULTS

(Fig. 3) and (Fig. 4) show the graph of the actual and predicted series for the test dataset with
MLP neural network and stacked LSTM respectively. The results as well as the performance of the MLP
neural network and the Stacked LSTM model are discussed below. The actual test data is in blue and

the predicted values are in orange.
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Figure 3. Exchange Rate USD/TL prediction with MLP neural network

—— Actual
Predicted

Exchange Rate - USD/TL
o

o S00 1000 1500 2000 2500 30'00
MNave

Figure 4. Exchange Rate USD/TL prediction with stacked LST

— Actual
Predicted |

NALYN,

Exchange Rate - USD/TL

o 500 1000 1500 2000 2500 3000
Days

From the results above, we observe that both the MLP neural network and the Stacked LSTM
models performed really well in fitting the test dataset. However, the Stacked LSTM provided high
accuracy for short term prediction with error less than 0.04 for daily exchange rate predictions.

In order to further evaluate the performance of our models, we compare them with a linear
conventional time series forecasting model like the ARIMA. The following Tables 1 shows overall

results of methods ARIMA, MLP, and Stacked LSTM respectively in terms of MAE, MSE, Stacked
LSTM, evaluation metrics.
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Table 1. The Average Error Rates Of ARIMA, MLP And Stacked LSTM Models Across All Lags

ARIMA MLP neural network Stacked LSTM
MAE 1.86 0.394 0.018
RMSE 2.056 0.395 0.037

From (table 1), the two deep learning methods: MLP neural network and Stacked LSTM for
predicting exchange rates achieve the best performance in all cases with Stacked LSTM having an edge
over MLP neural network and thus it is beneficial for modeling exchange rates of Turkey.

4. CONCLUSION AND FUTURE WORKS

Financial flows of all economic payments are directly affected by the future value of the
exchange rates; therefore, forecasting exchange rate movements with high accuracy is very important
for all active market participants. Even though forecasting of exchange rates isa challenging task since
it depends on several factors including economic and political ones. The accurate predictions of

exchange rates have led economic actors to invest more in economy.

This study focused on the comparison of neural networks and other statistical models for
exchange rate forecasting. Our main aim is to determine which deep learning prediction methods are
best to forecast the exchange rate between USD and TL. We applied the MLP neural network and the
Stacked LSTM models to daily USD/TL exchange rates from January 2001 to August 2020. Before
feeding this data into the training models, preprocessing steps were applied on the dataset to make the
values more appropriate for the models. These preprocessing steps included cleaning the data,

converting the data to a supervised learning problem and applying differencing.

In order to evaluate the prediction performance of our models, the MAE and the RSME

performance metrics were employed in this study.

Our conclusion is that the accuracy shown by MLP neural network and Stacked LSTM for
predicting exchange rates are encouraging and inspires future studies that would focus on extending
these to more complex hybrid deep learning techniques. Additionally, in future studies LSTMs models
with changeable length of time sequence inputs can be used to help the models automatically determine

the optimal time lags.
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