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Abstract: Most researchers investigate the corrected item-total correlation of items 

when analyzing item discrimination in multi-dimensional structures under the 

Classical Test Theory, which might lead to underestimating item discrimination, 

thereby removing items from the test. Researchers might investigate the corrected 

item-total correlation with the factors to which that item belongs; however, getting 

a general overview of the entire test is impossible. Based on this problem, this study 

aims to recommend a new index to investigate item discrimination in two-

dimensional structures through a Monte Carlo simulation. The new item 

discrimination index is evaluated by identifying sample size, item discrimination 

value, inter-factor correlation, and the number of categories. Based upon the results 

of the study it can be claimed that the proposed item discrimination index proves 

acceptable performance for two-dimensional structures. Accordingly, using this 

new item discrimination index could be recommended to researchers when 

investigating item discrimination in two-dimensional structures. 

1. INTRODUCTION 

Since the social science field has latent traits that cannot be observed directly, researchers use 

indicators to identify these traits. When latent traits (concepts) are not clearly expressed 

hypothetically, researchers often develop a scale to measure them. When scales are developed 

to measure latent traits like success, attitude, interest, and belief, there are two common 

measurement theories; namely, the Classical Test Theory (CTT) and Item Response Theory 

(IRT). Since this research focuses on CTT, this paper only explains this theory and is limited 

to CTT. The CTT is used in numerous scale development studies due to its typical 

implementation in the software, easy-to-understand structure, suitability for social sciences, and 

relatively weak assumptions. 

Moreover, CTT results are similar to and have high-level relationship with results obtained 

from different theories (ex. IRT) in certain situations (DeVellis, 2006; Fan, 1998). However, it 

is essential to note that there are also disadvantages, such as item and person statistics being 
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dependent on the test and sample (Kohli et al., 2015). Therefore, the sampling procedure that 

must be representative of the population when developing a scale becomes an important subject. 

Otherwise, item statistics (discrimination and difficulty) will fail to reflect the reality. 

CTT assumes that each score contains the true and error scores related to the examined trait. 

The normal distribution of the error score is another assumption. Although CTT seems to focus 

on the items, it focuses on the entire test (DeVellis, 2006). When developing CTT-based scales, 

it is reasonable to apply item analysis before factor analysis (Kline, 2000) because item analysis 

can help decide the items to be kept in or removed from the scale (Green & Salkind, 2014). For 

item analysis, it is necessary to focus on exploratory statistics, item difficulty, and 

discrimination (Kline, 2005). The validity of test scores depends on the item validity in the test. 

Especially when the unidimensional structure is considered, a high-level relationship between 

item analysis and factor analysis is found (Kline, 2000). Therefore, it is reasonable to collect 

evidence towards the validity and reliability of the scores obtained from the scale after 

conducting item analysis. Item validity is investigated during item analysis and is frequently 

determined by item discrimination. 

On the other hand, item discrimination is commonly investigated with discrimination index (D) 

and item-total correlation. The D index compares the lowest and highest performance groups 

in the test (Kaplan & Saccuzzo, 2018). Accordingly, the difference between the correct numbers 

of the upper and lower 25% (or 33%) groups is taken and divided by the number of individuals 

in a group (Brown, 1988; Metsämuuronen, 2020a). Cureton (1957) suggested using 27% for 

the upper and lower groups. 27% is a critical ratio that separates the tails from the mean in the 

standard normal distribution of errors. Item discrimination is also the strength of the relationship 

between an item in the test and other items. Therefore, it also measures the item's relationship 

with the true score (DeVellis, 2006). In other words, it is the relationship between one item and 

all items. Therefore, it is called item-total correlation. Item-total correlation is investigated with 

phi coefficient, tetrachoric, biserial, and point-biserial correlation coefficients for binary (1-0) 

scored items and Pearson product-moment correlation coefficient for polytomous scored items 

(ex. open-ended tests) (Kline, 2000). It can be seen that some applications calculate correlation 

after reducing the investigated item score from the total score. That application was named the 

corrected item-total correlation (Macdonald & Paunonen, 2002). Values obtained without 

corrected item-total correlation are biased (Kline, 2000) since correction is essential, especially 

when 5-6 items are in the test (Kline, 2005). The correlation will be higher than its actual value 

as item scores will be included in the total score with no correction.  

In unidimensional structures, when the item-total correlations are positive and high, these items 

can distinguish low and high-level individuals from each other in terms of the trait measured 

by the item, which is the basis of item discrimination. Item-total correlation values show that 

the item discrimination varies between -1 and 1, like the Pearson product-moment correlation 

coefficients (Brown, 1988). A negative item discrimination value indicates inverse 

discrimination between individuals with low and high ability in terms of the measured trait. 

Negatively discrimination means that while individuals with a high trait have a low score on 

the item, individuals with a low trait have a high score. The increased discrimination of an item 

with a positive value indicates that individuals with low and high trait levels are effectively 

distinguished (Macdonald & Paunonen, 2002). There is a cut-off point for item discrimination. 

Most researchers state that item-total correlation must be at least .30 (Kline, 2000; Nunnally & 

Bernstein, 1994). 

The related literature review shows relatively more common discrimination coefficients, 

examples of which include the D index, point-biserial correlation coefficient, biserial 

correlation coefficient, phi coefficient, tetrachoric correlation coefficient, and rank biserial 

correlation coefficient. There are less common discrimination indexes such as the B index, the 
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agreement statistic, Davis discrimination index, Flanagan's correlation coefficient, Flanagan's 

corrected correlation coefficient, and phi/(phi max) coefficient (Liu, 2008). In other words, 

researchers related to the discrimination coefficient have always been in a search for what the 

best discrimination coefficient is since there are currently more than 20 discrimination 

coefficients available in the literature. Although item discrimination has been investigated for 

a long time, the research on this subject is still ongoing. 

Some studies compare item discrimination indexes or recommend a new index when the current 

literature is reviewed. For example, Bazaldua et al. (2017) stated that the literature has 

complicated results regarding item discrimination and compared point-biserial, biserial, and 

point-biserial with the item-rest score, phi coefficient for binary data which categorize using 

median value, discrimination index. The estimators showed different performances in the 

analysis by differentiating test length, item difficulty, item discrimination, and test score 

distribution. In another study, Liu (2008) compared the point-biserial and biserial correlation 

coefficients with the D coefficient calculated with different lower and upper group percentages 

(10%, 27%, 33%, and 50%). Item-factor correlations showed the closest result to the item-total 

correlation. In recent years, Metsämuuronen (2020a) conducted research in order to generalize 

the D index, a simple and robust coefficient. D index that gives consistent results even when 

there are outliers is generalized for items scored in more than two categories while e vector 

properties are used in generalization. In addition, Metsämuuronen (2020b) recommended 

Somers' D index as an alternative to item-total correlation and corrected item-total correlation. 

As a result of the simulation study, the researcher found that Somers' D index estimated values 

below the real value for items with four and more categories.  

Even when multi-dimensional structures are found in CTT-based scale development studies, it 

is seen that the item-total correlation or corrected item-total correlation is examined when 

examining the item discrimination (Ak & Alpullu, 2020; Akyıldız, 2020; Çalışkan, 2020; 

Tarhan & Yıldırım, 2021). However, such analysis might lead to underestimates of item 

discrimination. Therefore, items that should be included in the scale might be removed from 

the scale. To avoid item removal, item-factor correlation or corrected item-factor correlation 

might be investigated (see also Green & Salkind, 2014). However, such an approach requires 

much effort and fails to provide information about the entire test. Our study built on this 

problem aims to provide an alternative approach to investigate item discrimination of scales 

developed or adapted based on the Classical Test Theory (CTT). We proposed a new item 

discrimination index for two-dimensional structures and tested it using the Monte Carlo 

simulation under the conditions of sample size, the magnitude of item discrimination, inter-

factor correlation, and the number of categories. The newly developed item discrimination 

index can determine the discrimination of each item at one time by considering the scale's 

dimensionality. The inter-factor correlation can be considered with this newly proposed index, 

and a direct relationship can be established between the score for the entire test and items. 

Our study contributes to the literature by eliminating the mentioned limitations regarding item 

discrimination and providing evidence for item discrimination by considering the 

dimensionality and inter-factor correlation in two-dimensional structures. Therefore, this study 

is considered necessary and aims to contribute to the literature by a) recommending a new item 

discrimination index for two-dimensional structures, b) investigating the recommended item 

discrimination index under numerous simulation conditions, and c) the new recommended 

discrimination index can be used in scales development studies. The detailed information 

regarding this index is provided as follows: 

1.1. New Index 

A vector length in analytic geometry is used by considering the inter-factor correlation to 

develop a two-dimensional item discrimination index. The item discrimination values 
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calculated for each dimension of an item create a vector in the space. Let us consider a two-

dimensional example: In a two-dimensional structure, an item's correlation with the first and 

second dimensions is expressed by two values, D1 and D2. These points can be represented as 

ordered pairs in two-dimensional Euclidean space, which is presented in Figure 1. 

Figure 1. D1 and D2 points on the plane. 

 

Figure 1-(a) shows that the x and y axes represent vertical two dimensions. D1 and D2 points 

represent the discrimination of an item in each dimension. D1 and D2 points can be represented 

as ordered pairs (a,0) and (0,b). At the same time, these points indicate a vector on a plane. 

Similarly, D1 and D2 points in Figure 1-(b) are points on the affine coordinate system. The 

affinity of the axes indicates a correlation between the dimensions. The correlation between the 

dimensions equals the cosine of the angle between these two vectors (Gorsuch, 1974). In this 

case, the product of these vectors is found to learn about the discrimination on both dimensions. 

The starting point of this study is this idea. The parallelogram method is applied to find out the 

product of these points, and the product vector is found as equation 1: 

𝑉𝑏
2⃑⃑ ⃑⃑  = 𝑎2 + 𝑏2 + 2𝑎𝑏𝑐𝑜𝑠𝜃 1 

(Lange, 2009). Here, a represents the x-axis value, b represents the y-axis value, and θ 

represents the angle between the x and y axes. Since the axes will have a 90o angle when they 

are perpendicular, cos(90o) = 0 will give the resultant vector as 𝑉𝐵
⃑⃑⃑⃑ = √𝑎2 + 𝑏2. However, when 

the axis is affine, the coordinates on these affine systems are first transformed into the 

rectangular coordinate system. The product vector is calculated as in the perpendicular 

coordinate system. The transformation matrix in equation 2 is used for this transformation 

(Deakin, 1998). 

[
𝑋′

𝑌′] = [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃

] [
𝑋
𝑌
]  2 

Accordingly, X' and Y' values correspond to discrimination in the affine coordinate system, 

while X and Y values are the correspondence in the rectangular coordinate system. θ is the 

angle between the two axes. When the equation system in Equation 2 is solved, X and Y values 

are obtained. Since X' and Y' values correlate with each item's dimension for two-dimensional 

structures, these are known as numerical values. θ value can be obtained from the correlation 

between two dimensions. Since the correlation (𝑟𝑥𝑦) between two dimensions is cos(θ) 

(Gorsuch, 1974), which will be arccos(𝑟𝑥𝑦) = 𝜃, the value obtained here can be used for 

calculating 𝑠𝑖𝑛(𝜃). Thus, two unknown values in the equation system will be X and Y. If this 

equation system is solved: 

𝑋′ = 𝑐𝑜𝑠𝜃. 𝑋 + 𝑠𝑖𝑛𝜃. 𝑌 3 

𝑌′ = −𝑠𝑖𝑛𝜃. 𝑋 + 𝑐𝑜𝑠𝜃. 𝑌 4 

 

D1 

D2 

 

QU

(b) 

D1 

D2 

(a) 
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will be obtained. Here, if we multiply equation three to (−𝑐𝑜𝑠𝜃) and equation four to (𝑠𝑖𝑛𝜃), 

we obtain X and Y variables: 

−𝑐𝑜𝑠𝜃. 𝑋′ = − cos2 𝜃 . 𝑋 − 𝑐𝑜𝑠𝜃. 𝑠𝑖𝑛𝜃. 𝑌 5 

𝑠𝑖𝑛𝜃. 𝑌′ = − sin2 𝑋 + 𝑠𝑖𝑛𝜃. 𝑐𝑜𝑠𝜃. 𝑌  6 

equations are obtained. If each side of the Equations 5 and 6 are summed:  

𝑠𝑖𝑛𝜃. 𝑌′ − 𝑐𝑜𝑠𝜃. 𝑋′ = (sin2 𝜃 + cos2 𝜃). 𝑋 7 

𝑋 = 𝑠𝑖𝑛𝜃. 𝑌′ − 𝑐𝑜𝑠𝜃𝑋′ 8 

equations are obtained. Thus, the X variable is found. X variable can be written in Equation 3, 

and similar operations are followed for the Y variable:  

𝑌 = −𝑠𝑖𝑛𝜃. 𝑋′ + 𝑐𝑜𝑠𝜃. 𝑌′ 9 

by writing the X and Y variables obtained from here to Equation 1 𝑎 and 𝑏 variables, a two-

dimensional discrimination index is obtained.  

1.2. An Example of a New Index 

Let us assume that an item's discrimination index for the first dimension (correlation) is .50, 

and the discrimination index for the second dimension (correlation) is .20 on a two-dimensional 

scale, then the inter-factor correlation is .30. Let us calculate the two-dimensional 

discrimination coefficient of an item obtained from a two-dimensional scale: Here, 𝑋′ = .50 

and 𝑌′ = .20 because the 𝑋′ and 𝑌′ values in the new discrimination index are the correlation 

of the item for two dimensions. Since the correlation between the two dimensions is given 

as .30, we have  𝑐𝑜𝑠𝜃 = .30 ⇒ 𝑎𝑟𝑐𝑐𝑜𝑠 (0.30)= 𝜃. Here, 𝜃 =  72.54𝑜 is obtained. When these 

values are written to Equations 8 and 9:  

𝑋 = sin(72.54𝑜) . 0.20 − cos(72.54𝑜) . 0.50 10 

𝑌 = −sin(72.54𝑜) . 0.50 + cos(72.54𝑜) . 0.20 11 

equations are obtained. X and Y values are obtained as 0.0407 and -0.4169, respectively. When 

X and Y values are written to Equation 1 respectively as 𝑎 and 𝑏 and written to 𝑐𝑜𝑠𝜃 = .30: 

𝜉 =  √0.04072 + (−0.4169)2 + 2. (0.0407). (−0.4169). 0.30 12 

The equation is obtained. 𝜉 results as 0.4065 when equation 12 is completed. Accordingly, for 

a two-dimensional scale, the correlation of an item with the first and second dimensions is .50 

and .20, respectively. The discrimination for both dimensions is obtained as .41 when two 

dimensions are considered together. 

2. METHOD 

This study investigated a new item discrimination index for two-dimensional structures in a 

Monte Carlo simulation. In Monte Carlo simulation studies, the data are generated to fit the 

desired distribution properties (Bandalos & Leite, 2013) and analyzed in line with the purpose 

of the study. 

2.1. Simulation Conditions 

In this study, the sample size (200, 500, and 1000), the magnitude of item discrimination 

(.30, .50, and .70), inter-factor correlation (.00, .30, and .50), and the number of categories (2, 

3, 5 and 7) were the simulation conditions and the fixed simulation condition was two-

dimensional structures (see the further details in the data analysis section). 
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200, 500, and 1000 conditions were determined for the sample size. Kılıç and Koyuncu (2017) 

reviewed the scale adaptation studies in Turkey and found that more than half of the studies had 

samples between 100 and 349, and the average was 244. On the other hand, another study 

investigating the scale development studies in Turkey (Koyuncu & Kılıç, 2019) reported that 

more than half of the studies investigated included 300 or more individuals. Goretzko et al. 

(2021) systematically reviewed scale development studies and stated that more than half of the 

studies had a 400 or higher sample size. For this reason, considering the item discrimination 

index mainly reported for scale development and adaptation studies, the sample size was 

selected as 200 and 500. The 1000 sample size condition was included in this study to 

investigate the effects of increased sample size on the results. 

.30, .50, and .70 conditions were determined for the magnitude of item discrimination. Since 

item discrimination between the .30-.39 range suggest that the item can be directly included in 

the scale/test (Crocker & Algina, 2008), the .30 condition was added to the study. On the other 

hand, since the item discrimination was desired to be .40 and above, the .50 and .70 conditions 

were added to the research as the conditions where the item discrimination was medium and 

high, respectively. 

.00, .30 and .50 conditions were investigated for inter-factor correlation. .00 inter-factor 

correlation suggests no relationship between the dimensions, i.e., the dimensions are 

perpendicular. The .00 inter-factor correlation condition was added since item-total correlation 

was investigated while the item discrimination was calculated. Thus, it was aimed to examine 

the results that would emerge when the total score is taken in a situation where the total score 

should not be taken. On the other hand, the inter-factor correlation is generally reported and 

investigated as .30 in empirical (Li, 2016) and simulation studies (Cho et al., 2009; Curran et 

al., 1996; Flora & Curran, 2004; Foldnes & Grønneberg, 2017). Therefore, this simulation 

condition was added to the study. .70 inter-factor correlation condition was added due to high 

correlation between the dimensions in order to investigate the item-total score correlation 

results when getting a total score would cause no problems. 

The number of categories of variables was manipulated as 2, 3, 5, and 7 in this study. The scale 

items are often Likert-type, and Likert-type items are generally scored as five-point scores 

(Lozano et al., 2008). Therefore, five was added as the category number to the study. On the 

other hand, three category conditions were added to the study since 3-point scales were used 

for children. Two conditions were added since there might be achievement tests with multiple 

options, yes/no, or a control list. Lastly, seven category number condition was included in the 

study to investigate the effects of increased category number on the discrimination index. Figure 

2 briefly shows the simulation conditions. 

Figure 2. Simulation conditions. 

 

Item 
discrimination 
value (0.30, 
0.50 and 0.70) 

Inter-factor 
correlation

(.00, .30 and 
.50)

Sample Size

(200, 500 and 
1000)

The number of 
categories (2, 3, 
5 and 7) 
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This simulation study was carried out with fully cross design. As seen in Figure 2, a fully 

crossed design was applied, and the simulation was run for 4x3x3x3=108 conditions. 1000 

replication was applied for each condition. 

2.2. Data Analysis 

We used R software (R Core Team, 2021) for data generation and came up with four variables: 

the first was item 1 scores, the second one was total score for dimension 1, the third one was 

total score for dimension 2, and last one was item 2 scores. The data generation process was 

given in Figure 3. Also, the data generation R codes were added (see Appendix 1). 

Figure 3. Data generation process. 

 

After data generation was performed, we added the scores of dimension-1 and dimension-2 to 

obtain the total scale score. We calculated item-total correlation using items (item-1 and item-

2) scores and total scale scores. Thus, the correlations of the items with the scores obtained 

from the whole test were examined. 

The R software's stats (R Core Team, 2021) package was used to calculate the proposed two-

dimensional item discrimination index. The item-total and item-factor correlation were 

examined and the proposed two-dimensional discrimination index worked under simulation 

conditions was determined. Therefore, the graphics show the item-factor correlation, item-total 

correlation, and two-dimensional item discrimination index results. These results were used for 

a descriptive inference. Additionally, a one-way analysis of variance (ANOVA) was applied to 

investigate which conditions would have a more effect on item discrimination. 

3. FINDINGS 

The average values obtained from item discrimination methods as a result of this study are 

given in Figure 4. Additionally, these values are given in the Appendix-2 for researchers who 

want to take a detailed look at these results. Figure 4 shows that the correlation between the 

dimensions is .00, i.e., when two dimensions are orthogonal, and the recommended two-

dimensional discrimination index and the item-factor correlation revealed similar results. The 

calculated values are more accurate since the data became closer to continuous as the category 

number increased. 

When the inter-factor correlation was .00, it could be stated that the item-total correlation was 

underestimated for all magnitude of item discrimination conditions. One reason is to examine 

The scores of the first item were obtained from the normal distribution (N(0,1)) according to the 
sample size ➔We generate Item-1 scores in this step.

The scores of the first item were obtained from the normal distribution (N(0,1)) according to the 
sample size ➔We generate Item-1 scores in this step.

The scores of the first dimension were generated in such a way that they correlated with the scores 
of item 1 as well as the item discrimination. ➔ We generate Dimension-1 scores in this step

The scores of the first dimension were generated in such a way that they correlated with the scores 
of item 1 as well as the item discrimination. ➔ We generate Dimension-1 scores in this step

The scores of the second dimension were generated to correlate as well as the inter-factor 
correlation with the scores of the first dimension. ➔We generate Dimension-2 scores in this step

The scores of the second dimension were generated to correlate as well as the inter-factor 
correlation with the scores of the first dimension. ➔We generate Dimension-2 scores in this step

The scores of the second item were generated in such a way that they correlated with the scores of 
dimension-2 as well as the item 2's discrimination. ➔ We generate Item-2 scores in this step

The scores of the second item were generated in such a way that they correlated with the scores of 
dimension-2 as well as the item 2's discrimination. ➔ We generate Item-2 scores in this step
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item-total correlation by taking the total score from two vertical dimensions. The simulation 

conditions with a .00 inter-factor correlation between the dimensions showed a better 

performance for the newly recommended method. 

When the inter-factor correlation was .30, it is possible to say that the recommended item 

discrimination index had a higher value than that of the item-factor correlation. Since the 

correlation coefficients made a more reasonable estimation with the increased category number, 

the item discrimination indexes increased in 7-category items. However, the graphic shows that 

the corrected item-total score correlations fail to give results close to the actual values in any 

conditions.  

Figure 4. Discrimination indexes obtained from simulation conditions. 

 

When the conditions with a .50 inter-factor correlation and discrimination were investigated, it 

was observed that the two-dimensional discrimination index was overestimated. Although 

increasing the inter-factor correlation and magnitude of the item discrimination to .70 deviates 

the results of the recommended two-dimensional item discrimination index from the actual 

value, the value should be .70 and estimated as .76 at most. Accordingly, overestimation could 

be stated as approximately 9%.  

The one-way analysis of variance conducted to investigate which simulation conditions affected 

the values obtained from the item discrimination methods revealed that the sample size had no 

significant effect on the item discrimination [F(2,312)=.04, p=.97]. There is a significant 

difference between category number [F(3,312)=189.21, p=.00], inter-factor correlation 

[F(2,312)=70.33, p=.00], magnitude of item discrimination [F(2,312)=4906.54, p=.00], and item 

discrimination methods [F(2,312)=668.99, p=.00]. When the effect size was investigated, the eta-

square value was found to be .97 for the magnitude of item discrimination conditions, .81 for 

item discrimination method, .65 for category number, and .31 for inter-factor correlation. 

Accordingly, the most impactful factor on item discrimination estimations was the magnitude 

of item discrimination. According to Green and Salkind (2014), the eta-square value of .14 

shows a high impact size. Based on this, it could be stated that the eta-square values obtained 

for the magnitude of item discrimination, item discrimination method, category number, and 

inter-factor correlation had a significantly high impact. 
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4. DISCUSSION and CONCLUSION 

A new item discrimination index was obtained for two-dimensional structures in the current 

study, which was carried out based on the discrepancies in examining item-total score 

correlations for item discrimination in multi-dimensional constructs based on a test score or 

factor score. After numerous investigations on category number, sample size, the magnitude of 

item discrimination, and inter-factor correlation based on Monte Carlo simulation, the newly 

obtained item discrimination index can be used for two-dimensional structures. This study 

shows a significant difference between item-total correlation, item-factor correlation, and 

recommended item discrimination for two-dimensional structures. This finding matches the 

results of Bazaldua et al. (2017) as they failed to find similarities between item discrimination 

methods when multiple item discrimination methods were compared. Such results support the 

hypothesis stated in the problem situation of the current research.  

Item-factor correlations showed similar results with the newly recommended index, especially 

when the correlation between the factors was extremely low (correlation was taken as .00 to 

exemplify this condition in the current study). It can be seen that the recommended item 

discrimination index for two-dimensional structures showed adequate performance when the 

fact that item-factor correlations should be investigated for two-dimensional structures. 

Moreover, the recommended two-dimensional discrimination index could be used when the 

correlation between dimensions was extremely low. Also, the results in item-factor correlations 

provide ideas about the factor, not the entire test. Considering that item-total correlations 

underestimate the discrimination, it is beneficial to use the newly item discrimination index for 

two-dimensional structures that can be calculated at once. 

When the inter-factor correlation increased to .30, although the item-total correlation was closer 

to the actual value of the item discrimination, the value was deficient. This situation may cause 

researchers to be mistaken when making decisions about items. Item-factor correlations of two-

dimensional structures and newly item discrimination index revealed similar values. Although 

the item-factor correlations were highly close, these revealed slightly lower results than the 

actual values. When the factor correlation was .00 or .30, the item-total and item-factor score 

correlations showed differences. However, contrary to this finding, Liu (2008) stated that the 

item-total and item-factor correlations had similar results. It is believed that the difference 

between our specific study and Liu’s (2008) study was due to mixed-format test usage. 

As the inter-factor correlation increased to .50 and the discrimination value to .70, the highest 

value was obtained for two-dimensional structures in the new item discrimination index. When 

inter-factor correlation was .50 and item discrimination was .70, the behaviors of the item 

discrimination methods differentiated more. When the inter-factor correlation was .50, the item-

total correlations were underestimated; the item-factor correlations were estimated close to the 

actual value, and the new two-dimensional item discrimination index was overestimated. The 

overestimation percentage for the new two-dimensional discrimination index was 9 at most. 

The sample size was not found as a significant independent variable to impact the estimation 

of item discrimination. One of the reasons might be that the smallest sample size was 200. In 

addition, the magnitude of item discrimination and inter-factor correlations were found as 

significant independent variables. Therefore, inter-factor correlation and magnitude of item 

discrimination should be considered by researchers when item discrimination is investigated. It 

is important to note that the item discrimination index for two-dimensions might be slightly 

overestimated when the inter-factor correlation is high (approximately .70).  

There is another important finding in this study. The methods can identify the item 

discrimination more accurately as the category number increases. However, Metsämuuronen 

(2020b) recommended that Somers' D coefficient estimates two-category data better. The 

difference between the new item discrimination index in the current study and 
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Metsämuuronen's (2020b) study is due to the different mathematical basis. The recommended 

index in this study is in line with corrected item-total and item-factor correlations. In addition, 

Metsämuuronen (2020a) generalized the D index for items scored in more than two categories 

by using vectors in the study to generalize the D index. Similarly, calculations of the 

discrimination index for two-dimensional structures in the current study were based on vectors.  

The item discriminations were underestimated when the category number was low. However, 

the literature does not show different cut-off points for item-total correlations according to 

category number. Although there is no rule of thumb, the cut-off point for the new item 

discrimination index can be determined as .30 when data are in 5 and 7 categories. Considering 

that the data have 2 or 3 categories, it is rational to accept the new item discrimination index up 

to .20. Accordingly, different cut-off points can be determined for different categories and 

discrimination indexes by conducting simulation studies in future studies. 

This study has certain limitations. Since the recommended discrimination index is newly 

developed, we investigate it for only two-dimensional structures. Future studies can focus on 

three or more dimensional structures. Moreover, the item discrimination index for two-

dimensional structures might be revised based on the studies with 3, 4, 5, or higher dimensions 

and added to open-source software (Python, R, etc.). This study has not covered items with 

cross-loading. In future studies, the performance of the developed item discrimination index 

can be examined in cases where items have cross-loading. 

The item discrimination index for two-dimensional structures revealed as a result of this study 

can be recommended only for two-dimensional structures. We named the recommended item 

discrimination index as ξ coefficient. Therefore, researchers using the recommended index for 

two-dimensional structure could show the index as a ξ coefficient. 
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APPENDIX 

Appendix 1. R Codes for data generation. 

generate_data <-   function(seed, discrimination, interfactor_cor, sample_size) { 

  #Set the seed and generate the parameters 

  set.seed(seed) 

  i_1 <- rnorm(sample_size, 0, 1) 

  t_1 <- rnorm(sample_size, discrimination*i_1, sqrt(1-discrimination^2)) 

  t_2 <- rnorm(sample_size, interfactor_cor*t_1, sqrt(1-interfactor_cor^2)) 

  i_2 <- rnorm(sample_size, discrimination*t_2, sqrt(1-discrimination^2)) 

  tidyr::tibble(i_1, i_2, t_1, t_2, scale_score = t_1 + t_2) 

} 

 

 

 

 

 

Appendix 2. Discrimination indexes values obtained from simulation conditions. 
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 Sample Size 

200 500 1000 

Inter-factor Correlation 

.00 .30 .50 .00 .30 .50 .00 .30 .50 

Item Discrimination 

.30 .50 .70 .30 .50 .70 .30 .50 .70 .30 .50 .70 .30 .50 .70 .30 .50 .70 .30 .50 .70 .30 .50 .70 .30 .50 .70 

2 

IF

C 
.24 .40 .56 .24 .40 .56 .24 .40 .56 .24 .40 .56 .24 .40 .56 .24 .40 .56 .24 .40 .56 .24 .40 .56 .24 .40 .56 

IT

C 
.17 .29 .39 .19 .32 .45 .21 .34 .48 .17 .28 .39 .19 .32 .45 .21 .34 .48 .17 .28 .40 .19 .32 .45 .21 .35 .48 

M

D 
.25 .41 .56 .26 .42 .59 .27 .45 .63 .24 .40 .56 .25 .42 .59 .27 .45 .63 .24 .40 .56 .25 .42 .58 .27 .45 .63 

3 

IF

C 
.26 .43 .60 .26 .43 .60 .26 .43 .60 .26 .43 .60 .26 .43 .60 .26 .43 .60 .26 .43 .60 .26 .43 .60 .26 .43 .60 

IT

C 
.18 .31 .43 .21 .35 .49 .22 .37 .52 .18 .31 .43 .21 .35 .48 .22 .37 .52 .18 .30 .42 .21 .35 .48 .22 .37 .52 

M

D 
.27 .44 .61 .27 .45 .63 .29 .48 .67 .26 .43 .60 .27 .45 .63 .29 .48 .67 .26 .43 .60 .27 .45 .63 .29 .48 .67 

5 

IF

C 
.28 .48 .67 .29 .48 .67 .28 .48 .67 .28 .48 .67 .28 .48 .67 .29 .48 .67 .29 .48 .67 .29 .48 .67 .29 .48 .67 

IT

C 
.20 .34 .47 .23 .38 .54 .25 .41 .58 .20 .34 .47 .23 .38 .54 .25 .41 .58 .20 .34 .47 .23 .39 .54 .25 .41 .58 

M

D 
.29 .48 .67 .31 .50 .70 .32 .53 .75 .29 .48 .67 .30 .50 .70 .32 .54 .75 .29 .48 .67 .30 .50 .70 .32 .53 .75 

7 

IF

C 
.29 .48 .68 .29 .48 .68 .29 .48 .68 .29 .49 .68 .29 .48 .68 .29 .49 .68 .29 .49 .68 .29 .48 .68 .29 .49 .68 

IT

C 
.21 .34 .48 .24 .39 .55 .25 .42 .59 .21 .34 .48 .23 .39 .55 .25 .42 .59 .21 .34 .48 .24 .39 .55 .25 .42 .59 

M

D 
.30 .49 .68 .31 .51 .71 .33 .54 .76 .29 .49 .68 .31 .51 .71 .33 .54 .76 .29 .49 .68 .31 .51 .71 .33 .54 .76 

IFC: Item-Factor Correlation, ITC: Item-Total Correlation, MD: Multidimensional Discrimination 

 
 


