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Abstract: This study aims to compare normality tests in different sample sizes in 

data with normal distribution under different kurtosis and skewness coefficients 

obtained simulatively. To this end, firstly, simulative data were produced using the 

MATLAB program for different skewness/kurtosis coefficients and different 

sample sizes. The normality analysis of each data type was conducted using the 

MATLAB program and ten different normality tests; namely, (Kolmogorov 

Smirnov (KS) Test, KS Stephens Modification, KS Marsaglia, KS Lilliefors 

Modification, Anderson-Darling Test, Cramer- Von Mises Test, Shapiro-Wilk Test, 

Shapiro-Francia Test, Jarque-Bera Test, and D’Agostino & Pearson Test). As a 

result of the analyses conducted according to ten different normality tests, it was 

found that normality tests were not affected by the sample size when the skewness 

and kurtosis coefficients were equal to or close to zero; however, in cases where 

the skewness and kurtosis coefficients moved away from zero, it was found that 

normality tests are affected by the sample size, and such tests tend to give 

significant results. Therefore, in large samples, it may be suggested that critical 

values for skewness and kurtosis coefficients’ z-scores as proposed by Kim (2013) 

and Mayers (2013) or the histogram graphs be used. 

1. INTRODUCTION 

Parametric methods in data analysis (t-tests, ANOVA, etc.) are used in cases where the data 

obtained from the sample have a normal distribution. If the data do not have a normal 

distribution, non-parametric methods (Mann Whitney U, Kruskal Wallis, Wilcoxon, etc.) are 

used to analyze data. Parametric methods, based on a specific distribution such as normal 

distribution, can be used in conditions where the normality assumption is provided. Non-

parametric methods are implemented independently of the distribution, converting data to 

ordinal data type (Field, 2013).  

The definition of normal distribution was first introduced by Abraham de Moivre in 1667 and 

defined by a mathematical formula (Howell, 2013; Martin & Bridgmon, 2012). Also called 

Gaussian distribution as given in Formula 1.1. If it is accepted as ( 0 = ) and ( 1 = ) in the 

formula in 1.1, the standard normal distribution function is expressed as (1.2).  
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The standard normal distribution chart given in Figure 1 has standard deviation (σ) values on 

the X-axis, while probability values are on the Y-axis. For a sample with a standard normal 

distribution; 68.2% of the sample fall within the ±1 standard deviation range, 95.4% within ±2 

standard deviations, 99.7% within ±3 standard deviations, and 0.3% outside of the ±3 standard 

deviation range (Field, 2013; Howell, 2013; Martin & Bridgmon, 2012; Tabachnick & Fidell, 

2013).  

Figure 1. Standard normal distribution chart 

 

The normal distribution has two components, namely, skewness and kurtosis. Skewness is 

related to the status of the data's mode median and mean relative to each other. There is 

symmetric distribution when the mean is in the middle of the distribution; thus, there is no 

skewness. When the mean is not in the middle of the distribution, there is a non-symmetric 

distribution (skewed distribution) (Tabachnick & Fidell, 2007). The kurtosis is related to how 

far the data move away from the mean or how close they get to the mean. In other words, it is 

related to the standard deviation of data. When the standard deviation is small, there is a pointed 

distribution (leptokurtic, short-tailed); whereas, when the standard deviation is large, there is a 

flattened distribution (platykurtic, long-tailed) (Baykul & Güzeller, 2013; Field, 2013; 

Tabachnick & Fidell, 2013).  

Although there are different methods for the calculation of the coefficient of skewness, Baykul 

and Güzeller (2013) state that using the mean as the central tendency measure of the coefficient 

of skewness and the standard deviation as the measure of the central distribution, thereby 

calculating it according to the third moment around the mean gives better results. Accordingly, 

the formula calculates the skewness coefficient in (1.3) according to the third moment around 

the mean. When the skewness coefficient is equal to zero, as in a normal distribution, there is 

symmetric distribution since the majority of the data are around the average. The skewness 

coefficient being negative indicates that most of the data are located on the right side of the 

mean and the tail on the left side is longer, while the skewness coefficient being positive shows 

that the majority of the data are located on the left side of the average and the tail on the right 

side is longer (Tabachnick & Fidell, 2013). 
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The formula calculates the kurtosis coefficient in (1.4) according to the fourth moment around 

the mean (formula in 1.5 is mostly preferred). A positive kurtosis coefficient indicates that the 

distribution is more pointed than the normal distribution. In contrast, a negative kurtosis 

coefficient indicates that the distribution is more flattened than the normal distribution. That 

the kurtosis coefficient equals zero indicates the distribution neither too flattened nor too 

pointed, as in the normal distribution (Field, 2013; Howell, 2013; Martin & Bridgmon, 2012; 

Tabachnick & Fidell, 2013).  
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The fact that both the skewness and kurtosis coefficients using the formulas in (1.3) and (1.5) 

are zero shows that the data have normal distribution; however, since the skewness and kurtosis 

values are mostly different from zero, acceptable ranges are determined for these values. These 

ranges have been suggested to be ±2 in some sources (Field, 2013; Gravetter & Wallnau, 2014; 

George & Mallery, 2010; Trochim & Donnelly, 2006); ±1.5 in some (Tabachnick & Fidell, 

2013); and ±1 in other sources (Bulmer, 1979). In addition, Hair et al. (2010) and Bryne (2010) 

state that the normality assumption is not fulfilled when the skewness coefficient is outside the 

range of ±2 and the kurtosis coefficient is outside the range of ±7; while according to Kline 

(2011), these ranges are ±3 for the skewness coefficient and ±10 for the kurtosis coefficient.  

In addition to skewness and kurtosis coefficients, standard z-scores of skewness and kurtosis 

coefficients, histogram graphs, and normality tests are also used to test the normality 

assumption. The standard z-score of the skewness coefficient is calculated as follows (1.6): the 

skewness coefficient is divided by the standard error value of the skewness coefficient (1.7). 

The standard z-score of the kurtosis coefficient is calculated as follows (1.6): the kurtosis 

coefficient is divided by the standard error value of the kurtosis coefficient (1.7). Field (2013) 

and Tabachnick and Fidell (2013) recognize that these values in the range of ±1.96 show a 

normal distribution in small samples. The standard z-scores fall outside the range of ±1.96 

because the standard error values of the skewness and kurtosis coefficients decrease as the 

sample size increases. In such cases, the histogram graph should be interpreted instead of the 

standard z-scores (Field, 2013; Tabachnick & Fidell, 2013).  
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It was stated by Kim (2013) and Mayers (2013) that, for all sample sizes, the standard z-scores 

of the skewness and kurtosis coefficients which are within the range of ±1.96 are not sufficient 

for normal distribution. According to Kim (2013), the fact that when the sample number is n<50 

and z-scores are in the range of ±1.96; and when the sample size is in the range of 50<n<300, 

and z-scores are in the range of ±3.29 means that the data have a normal distribution. When the 

sample size is n>300, the histogram graph should be interpreted. According to Mayers (2013), 

unlike Kim (2013), it is accepted that in cases where the sample size is in the range of 

50<n<175, z-scores should be in the range of ±2.58.  

Another method used to test the normality assumption is normality tests. The fact that normality 

tests are significant indicates that the data differ significantly from the normal distribution. In 

contrast, the fact that normality tests are not significant indicates that the data do not differ 

significantly from the normal distribution. In research studies, mostly Kolmogorov Smirnov 

(KS) Test (Smirnov, 1948) and Shapiro-Wilk Test (Shapiro & Wilk, 1965) are used. However, 

tests such as KS Stephens Modification, KS Marsaglia, KS Lilliefors Modification, Anderson-

Darling Test, Cramer- Von Mises Test, Shapiro-Francia Test, Jarque-Bera Test, D’Agostino-

Pearson Test (Detailed information is given in the Appendix) are also used (Lee et al., 2016; 

Marsaglia et al., 2003; Stephens, 1974).  

Sample size affects the results of normality tests. When sample is small, normality tests tend to 

accept the null hypothesis. In large samples, even small deviations from the normal distribution 

cause the normality test to reject the null hypothesis (Öztuna et al., 2006). Some researchers 

(Lumley et al., 2002; Wilcox, 2010) state that in large samples, according to the central limit 

theorem, the data will approach normal distribution, therefore it can be assumed that the normal 

distribution assumption is achieved in large samples regardless of the normality determination 

methods However, some researchers (Micceri, 1989; Öztuna et al., 2006) state that this is not 

true: since the number of samples is large, the data will not always have a normal distribution. 

It seems more important to interpret the histogram graph with the skewness and kurtosis 

coefficients of the data.  

Because of the confusion about the sample size, it is stated in the related literature that if the 

number of samples exceeds 200, the data should be considered to have a normal distribution 

due to the central limit theorem or that only the histogram graph should be interpreted. In the 

studies carried out, the power of the test was calculated for different sample sizes to determine 

the sensitivity of normality tests in data with normal and non-normal distribution (Douglas & 

Edith, 2002; Frain, 2007; Keskin, 2006; Nornadiah & Yap 2011; Nor-Aishah & Shamsul 2007; 

Öztuna et al., 2006; Rinnakorn & Kamon 2007; Stephens, 1974; Ukponmwan & Ajibade, 2017; 

Yap & Sim 2011). In cases where the sample size exceeds 200, it can be accepted that the data 

have a normal distribution or the histogram graph can be interpreted. However, the histogram 

graph will visually move away from the normal distribution as the kurtosis and skewness 

coefficients move away from zero. It is important to determine how much the histogram graph 

differs from the normal distribution according to the sample size, kurtosis coefficient, and 

skewness coefficient. However, when the relevant literature is reviewed, no study can be found 

to determine the sensitivity of normality tests under different sample sizes in the data that are 

considered to show the normal distribution in terms of different skewness and kurtosis 

coefficients. This study, therefore, aims to compare normality tests in terms of different sample 
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sizes in data with normal distribution in terms of different kurtosis and skewness coefficients 

obtained simulatively.  

2. METHOD 

2.1. Obtaining Data 

In order to realize the purpose of the study, firstly conditions were created depending on the 

kurtosis and skewness coefficients and the sample size. If the sample is less than 30, it is 

expressed as a small sample, and if the sample size is larger than 400, it is expressed as a large 

sample (Abbott, 2011, Demir et al., 2016; Orcan, 2020). In the present study, 11 different 

sample sizes were determined to cover small and large samples (10, 20, 30, 40, 50, 100, 200, 

300, 400, 500, 900). That the coefficient of kurtosis and skewness are zero means normal 

distribution. According to all the references in the related literature, the acceptable range for 

the skewness and kurtosis coefficients is ±1. In the current study, five different skewness and 

kurtosis values were determined, (-0.50, -0.25, 0, 0.25, 0.50) with a specific purpose to compare 

normality tests on data showing normal distribution (Bryne, 2010; Bulmer, 1979; Field, 2013; 

Gravetter & Wallnau, 2014; George & Mallery, 2010; Hair et al., 2010; Kline, 2011; 

Tabachnick & Fidell, 2013; Trochim & Donnelly, 2006). The sample sizes and 

skewness/kurtosis coefficients used in this study are shown in Table 1. 

Table 1. Sample sizes and skewness/kurtosis coefficients used for data generation 

 Sample Sizes Skewness/Kurtosis Coeff. 

Condition 10, 20, 30, 40, 50, 100, 200, 300, 400, 500, 900 -0.50, -0.25, 0, 0.25, 0.50 

The current study examined normality tests under 55 different conditions, including 11 different 

sample sizes and five different skewness/kurtosis coefficients.  

2.2. Analysis of the Data 

The data obtained according to five different skewness and kurtosis coefficients and 11 different 

sample sizes were analyzed using the MATLAB program according to 10 different normality 

tests (Kolmogorov Smirnov, KS Stephens Modification, KS Marsaglia, KS Lilliefors 

Modification, Anderson-Darling Test, Cramer- Von Mises Test, Shapiro-Wilk Test, Shapiro-

Francia Test, Jarque-Bera Test, and D’Agostino & Pearson Test). MATLAB codes created by 

Öner and Kocakoç (2017) were used in the analysis phase.  

3. FINDINGS 

This section gives ten different normality test results of the data obtained simulatively under 55 

different conditions. In Table 2, significance values obtained from normality tests are given for 

11 different sample sizes under the condition that the kurtosis and skewness coefficients are -

0.50. Table 2 shows that all normality tests do not have a normal distribution of data under 

conditions where the sample size is 200 or more for the significance level of α=0.05. Methods 

of Anderson-Darling Test and Cramer-Von Mises Test conclude that data do not have a normal 

distribution under conditions where the sample size is 40 or more for the significance level of 

α=0.05. Kolmogorov Smirnov, KS Marsaglia, Jarque-Bera Test, and D'Agostino & Pearson 

Test also conclude that data do not have a normal distribution under the sample size of 200 or 

more for the significance level of α=0.05. As a result, it can be said that the Anderson-Darling 

Test and Cramer-Von Mises Test methods are the most affected ones by the sample size when 

the coefficients of kurtosis and skewness are -0.50. At the same time, Kolmogorov Smirnov, 

KS Marsaglia, Jarque-Bera Test, and D’Agostino & Pearson Test are relatively less affected. 

In Table 3, the significance values obtained from the normality tests are given for 11 different 

sample sizes under conditions where the kurtosis and skewness coefficients are -0.25. 



Demir

 

 402 

Table 2. Normality test results for different samples in cases where kurtosis and skewness coefficients 

are (-0.50, -0.50) 

Sample Size 10 20 30 40 50 100 200 300 400 500 900 

Normality Tests p p p p p p p p p p p 

Kolmogorov Smirnov 0.890 0.942 0.602 0.493 0.302 0.061 0.004 0.001 0.000 0.000 0.000 

KS Stephens Modification  0.150 0.150 0.139 0.081 0.027 0.010 0.010 0.010 0.010 0.010 0.010 

KS Marsaglia Method 0.832 0.911 0.556 0.455 0.276 0.056 0.004 0.001 0.000 0.000 0.000 

KS Lilliefors Modification  0.200 0.200 0.140 0.079 0.019 0.000 0.000 0.000 0.000 0.000 0.000 

Anderson-Darling Test 0.778 0.644 0.367 0.049 0.025 0.001 0.000 0.000 0.000 0.000 0.000 

Cramer- Von Mises Test 0.751 0.735 0.327 0.045 0.020 0.000 0.000 0.000 0.000 0.000 0.000 

Shapiro-Wilk Test  0.844 0.519 0.338 0.144 0.070 0.001 0.000 0.000 0.000 0.000 0.000 

Shapiro-Francia Test    0.785 0.567 0.391 0.168 0.089 0.003 0.000 0.000 0.000 0.000 0.000 

Jarque-Bera Test  0.771 0.594 0.458 0.353 0.272 0.074 0.005 0.000 0.000 0.000 0.000 

D’Agostino & Pearson Test  0.652 0.545 0.427 0.329 0.253 0.065 0.004 0.000 0.000 0.000 0.000 

 

Based on an analysis of Table 3, it can be concluded that all normality tests do not have a normal 

distribution of data under conditions where the sample size is 900 for the significance level of 

α=0.05. The KS Stephens Modification and KS Lilliefors Modification methods prove that data 

do not have a normal distribution under conditions where the sample size is 40 or more for the 

significance level of α=0.05. The Kolmogorov Smirnov and KS Marsaglia methods conclude 

that data do not have a normal distribution under conditions where the sample size is 900 for 

the significance level of α=0.05. In conclusion, it can be said that the KS Stephens Modification 

and KS Lilliefors Modification methods are affected most by the sample size when the 

coefficients of kurtosis and skewness are -0.25. At the same time, Kolmogorov Smirnov and 

KS Marsaglia are relatively less affected. In Table 4, the significance values obtained from the 

normality tests are given for 11 different sample sizes under conditions where the kurtosis and 

skewness coefficients are 0.00. 

Table 3. Normality test results for different samples in cases where kurtosis and skewness coefficients are (-0.25, 

-0.25) 

Sample Size 10 20 30 40 50 100 200 300 400 500 900 

Normality Tests p p p p p p p p p p p 

Kolmogorov Smirnov  0.892 0.998 0.970 0.707 0.659 0.719 0.388 0.392 0.144 0.081 0.009 

KS Stephens Modification  0.150 0.150 0.150 0.150 0.150 0.150 0.047 0.048 0.010 0.010 0.010 

KS Marsaglia Method 0.835 0.993 0.953 0.666 0.622 0.693 0.372 0.379 0.139 0.078 0.008 

KS Lilliefors Modification  0.200 0.200 0.200 0.200 0.200 0.200 0.046 0.049 0.003 0.001 0.000 

Anderson-Darling Test 0.612 0.887 0.846 0.512 0.504 0.270 0.053 0.034 0.012 0.004 0.000 

Cramer- Von Mises Test 0.475 0.878 0.774 0.362 0.358 0.217 0.072 0.046 0.012 0.002 0.000 

Shapiro-Wilk Test  0.911 0.923 0.903 0.789 0.771 0.497 0.196 0.101 0.039 0.013 0.000 

Shapiro-Francia Test    0.722 0.869 0.866 0.710 0.699 0.438 0.203 0.127 0.055 0.020 0.000 

Jarque-Bera Test  0.937 0.878 0.823 0.771 0.722 0.522 0.272 0.142 0.074 0.039 0.003 

D’Agostino & Pearson Test  0.763 0.822 0.802 0.767 0.728 0.538 0.280 0.144 0.074 0.037 0.003 

Table 4 shows that all normality tests have a normal distribution of data for the significance 

level of α=0.05, regardless of the number of samples for the significance level of α=0.05. In 

conditions where the kurtosis and skewness coefficients are 0.00, it can be said that no 

normality test is affected by the sample size. In Table 5, the significance values obtained from 

the normality tests are given for 11 different sample sizes under conditions where the kurtosis 

and skewness coefficients are 0.25. 
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Table 4. Normality test results for different samples in cases where kurtosis and skewness coefficients 

are (0.00, 0.00) 

Sample Size 10 20 30 40 50 100 200 300 400 500 900 

Normality Tests p p p p p p p p p p p 

Kolmogorov Smirnov  0.846 0.968 0.953 0.838 0.858 0.922 0.770 0.733 0.716 0.777 0.527 

KS Stephens Modification  0.150 0.150 0.150 0.150 0.150 0.150 0.150 0.150 0.150 0.150 0.109 

KS Marsaglia Method 0.780 0.947 0.930 0.803 0.827 0.905 0.752 0.717 0.702 0.766 0.519 

KS Lilliefors Modification  0.200 0.200 0.200 0.200 0.200 0.200 0.200 0.200 0.200 0.200 0.120 

Anderson-Darling Test 0.384 0.564 0.687 0.654 0.764 0.730 0.582 0.757 0.674 0.612 0.246 

Cramer- Von Mises Test 0.246 0.494 0.599 0.578 0.714 0.730 0.594 0.736 0.603 0.521 0.212 

Shapiro-Wilk Test  0.781 0.844 0.898 0.899 0.930 0.932 0.842 0.873 0.876 0.850 0.606 

Shapiro-Francia Test    0.475 0.666 0.772 0.758 0.811 0.799 0.737 0.825 0.841 0.797 0.558 

Jarque-Bera Test  1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

D’Agostino & Pearson Test  0.685 0.832 0.876 0.900 0.915 0.950 0.972 0.980 0.985 0.987 0.993 

Based on data in Table 5, the Jarque-Bera Test and D’Agostino & Pearson test methods 

conclude that data do not have a normal distribution under conditions where the sample size is 

500 or more for the significance level of α=0.05. Kolmogorov Smirnov, KS Stephens 

Modification, KS Marsaglia, KS Lilliefors Modification, Anderson-Darling Test and Cramer-

Von Mises Test show that regardless of the number of samples, data have a normal distribution 

for the significance level of α=0.05. In conclusion, it can be said that the Jarque-Bera Test and 

D’Agostino & Pearson Test methods are affected most by the sample size when the coefficients 

of kurtosis and skewness are 0.25. At the same time, the Kolmogorov Smirnov, KS Stephens 

Modification, KS Marsaglia, KS Lilliefors Modification, Anderson-Darling Test, and Cramer-

Von Mises methods are not affected by the sample size. In Table 6, the significance values 

obtained from the normality tests are given for 11 different sample sizes under conditions where 

the kurtosis and skewness coefficients are 0.50. 

Table 5. Normality test results for different samples in cases where kurtosis and skewness coefficients 

are (0.25, 0.25) 

Sample Size 10 20 30 40 50 100 200 300 400 500 900 

Normality Tests p p p p p p p p p p p 

Kolmogorov Smirnov  0.732 0.792 0.803 0.936 0.965 0.932 0.936 0.957 0.957 0.931 0.862 

KS Stephens Modification  0.150 0.150 0.150 0.150 0.150 0.150 0.150 0.150 0.150 0.150 0.150 

KS Marsaglia Method 0.657 0.739 0.760 0.913 0.950 0.917 0.925 0.950 0.951 0.924 0.855 

KS Lilliefors Modification  0.198 0.200 0.200 0.200 0.200 0.200 0.200 0.200 0.200 0.200 0.200 

Anderson-Darling Test 0.208 0.246 0.410 0.545 0.684 0.581 0.464 0.576 0.506 0.484 0.136 

Cramer- Von Mises Test 0.125 0.180 0.344 0.574 0.767 0.738 0.612 0.693 0.573 0.576 0.353 

Shapiro-Wilk Test  0.541 0.547 0.672 0.732 0.767 0.666 0.332 0.230 0.143 0.081 0.005 

Shapiro-Francia Test    0.262 0.342 0.477 0.528 0.569 0.455 0.242 0.184 0.119 0.066 0.006 

Jarque-Bera Test  0.937 0.878 0.823 0.771 0.722 0.522 0.272 0.142 0.074 0.039 0.003 

D’Agostino & Pearson Test  0.482 0.577 0.574 0.554 0.529 0.401 0.221 0.121 0.066 0.036 0.003 

In Table 6, the Shapiro-Wilk Test, Shapiro-Francia Test, Jarque-Bera Test, and D’Agostino & 

Pearson Test methods prove that data do not have a normal distribution under the sample size 

of 200 or more for the significance level of α=0.05. The Kolmogorov Smirnov and KS 

Marsaglia methods, on the other hand, give the result that the data have a normal distribution 

for the significance level of α=0.05, regardless of the sample size. As a result, it can be said that 

the Shapiro-Wilk Test, Shapiro-Francia Test, Jarque-Bera Test, and D’Agostino & Pearson Test 



Demir

 

 404 

methods are affected most by the sample size when the coefficients of kurtosis and skewness 

are 0.50. At the same time, the Kolmogorov Smirnov and KS Marsaglia methods are not 

affected by the sample size. 

Table 6. Normality test results for different samples in cases where kurtosis and skewness coefficients are (0.50, 

0.50) 

Sample Size 10 20 30 40 50 100 200 300 400 500 900 

Normality Tests p p p p p p p p p p p 

Kolmogorov Smirnov  0.672 0.562 0.644 0.910 0.973 0.893 0.806 0.665 0.369 0.247 0.105 

KS Stephens Modification  0.142 0.099 0.150 0.150 0.150 0.150 0.150 0.150 0.044 0.014 0.010 

KS Marsaglia Method 0.596 0.507 0.597 0.882 0.961 0.873 0.789 0.649 0.358 0.239 0.102 

KS Lilliefors Modification  0.148 0.104 0.171 0.200 0.200 0.200 0.200 0.200 0.042 0.014 0.001 

Anderson-Darling Test 0.125 0.059 0.211 0.379 0.485 0.260 0.055 0.036 0.014 0.006 0.000 

Cramer- Von Mises Test 0.074 0.062 0.191 0.474 0.663 0.442 0.187 0.098 0.035 0.014 0.001 

Shapiro-Wilk Test  0.349 0.261 0.352 0.380 0.361 0.139 0.011 0.002 0.000 0.000 0.000 

Shapiro-Francia Test    0.152 0.147 0.226 0.251 0.243 0.093 0.011 0.002 0.000 0.000 0.000 

Jarque-Bera Test  0.771 0.594 0.458 0.353 0.272 0.074 0.005 0.000 0.000 0.000 0.000 

D’Agostino & Pearson Test  0.271 0.288 0.243 0.199 0.161 0.054 0.006 0.001 0.000 0.000 0.000 

4. CONCLUSION and DISCUSSION 

This study aims to compare normality tests in terms of different sample sizes in data with 

normal distribution in terms of different kurtosis and skewness coefficients obtained 

simulatively. For this purpose, 55 data sets with different skewness and kurtosis coefficients 

and different sample sizes were produced simulatively. The analysis results according to 10 

different normality tests showed that that normality tests are not affected by the sample size 

when the skewness and kurtosis coefficients are equal to or close to zero. However, in cases 

where the skewness and kurtosis coefficients moved away from zero, it was found that 

normality tests are affected by the sample size, and normality tests tend to give significant 

results, especially for n>200. It can also be said that the Kolmogorov Smirnov and KS 

Marsaglia tests are relatively less affected by sample size than other normality tests under all 

conditions. In other words, the Kolmogorov Smirnov and KS Marsaglia methods tend to accept 

the H0 hypothesis. In studies conducted with data that did not show a normal distribution, it was 

seen that larger samples were needed for the Kolmogorov Smirnov method to reject the H0 

hypothesis; however, smaller samples were sufficient for the Anderson-Darling and Shapiro-

Wilk methods (Ahad et al., 2011; Kundu et al., 2011). It can be said that the Kolmogorov 

Smirnov and KS Marsaglia methods tend to accept the H0 hypothesis in normal and non-normal 

data. In cases where skewness and kurtosis coefficients are close to zero, researchers may be 

advised to use the Kolmogorov Smirnov and KS Marsaglia methods for small samples. 

However, instead of normality tests in large samples, histogram graphs or critical values as 

suggested by Kim (2013) and Mayer (2013) for z-scores may be used.  
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