International Journal of “:

Intelligent Systems and ence
Applications in Engineering
ISSN:2147-6799

Advanced Technology and Science

1JISAE

www.atscience.org/IJISAE Original Research Paper

An Application in SPSS Clementine Based on the Comparison of
Association Algorithms in Data Mining

Seren Sezen Karalok *, Adnan Aktepe ', Siileyman Ersoz *
Accepted 3rd September 2016

Abstract:Data mining is the process of acquiring information form large data pools. In this study, associate analysis method is used. The
application and comparisons are found by using 3 different algorithms from SPSS Clementine which is a data mining software. In this
study, the results are varied because different associate methods are applied on. Therefore, new findings are obtained. Consequent to
this, it will lead us to new strategies to develop for customers in Market Basket Analysis. This study is done by using a big supermarket

data. Results are compared and reported for every each of 3 different algorithms.
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1. Introduction

Currently, because of the rapid increase in amount of data in huge
acceleration and becoming cheaper, many data are stored at and
used commonly in digital portals. Hence, it is a necessity to
acquire meaningful and useful data from the existing mess of
data.

Data mining is the process getting important, undiscovered, and
uneasy to reach and usable data from data bases. Data mining is
thought to be one of the most efficient method to get meaningful
data and relations from the mess of data.

In literature, it can be easily seen that one of the commonly used
method is associate rules analysis. Associate rule analysis enables
us to see data which are often seen together.

In literature, supermarkets are places where associate rules
analysis is used very often. Associate rules and consecutive time
patterns that enable us to define purchase tendency, are used
often under purchase oriented market basket analysis [1].
Customers’ purchase habits are determined by using the analysis
of the Market Basket method by observing items bought together
often.

If we look at the literature, in supermarkets there are lots of
different strategies developed depending on the associate rules
analysis of large data. The main property of this study what
makes it unique is that the study is based on real data from a big-
scale supermarket receipts and the data are analyzed according to
3 different algorithms.

If we look at the literature;

Ay, Cil (2010) In this study, a decision-making support
mechanism for deciding the location of supermarket based on
data gradient is provided. The study provides us methodological
frame which enables us to determine location by using
information discovery process at data bases. In the study, after
preparing relative data bases, Apriori algorithm and Multi-
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Dimensional Scaling methods are used. Experimental study is
conducted on one of the leading retail sale company Migros Turk
Inc[2].

Alagoz, Oge, Asilkan (2012) In this study, relationships between
data mining which is a corporation intelligence system and
accounting information system are examined as well with the
crossing points of these 2 systems. This study consists of
definition of data mining, introduction of applications areas and
its methods and provides a general concept of accounting
information system, data-info flow and reports [3].

Irmak, Koksal, Asilkan (2012) In this study, some major data
mining techniques are applied on an in-use hospital database and
thanks to applications patient intensity (density) predictions and
comparisons are made[4].

Baykal (2006) Some researches are made on data mining [5].
Albayrak. Yilmaz (2009) Decision-tree method which is one of
the data mining technique is applied on data from 173 companies
in IMKB 100 index which are active in industrial and service
sectors according to their financial indicators between 2004-2006
[6].

Iceli (2012) The main purpose of this article is transforming raw
data into valuable information by using data mining on the data
collected from surveys conducted on students. Relative to the
purpose, a survey is conducted on students from Cumbhuriyet
University NureiDemirag Collage Fundamental Computer
Sciences 2008-2010 class students. The credibility of survey is
approved by SPPPS packet program analysis [7].

Timor, Simsek (2008) In this study, Studies made on medical
data mining is axplanied and a brief explanation of a data mining
Project which will be applied on Hacettepe Hospital is given [8].
Yildirim, Uludag, Goriir (2008) In this study, Studies made on
medical data mining is explained and a brief explanation of a data
mining Project which will be applied on Hacettepe Hospital is
given [9].

Liao ve Chen (2004) presented their product maps which is
derivated from Apriori algorithm as a new product development
source and used association rules to make electronic catalog
marketing and in discount management [10].
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Ekim (2011) In this article, association rules are applied on data
from in-use system at student’s registrars Office to make
predictions on students future . Apriori algorithm and decision-
tree algorithms are used to realize this purpose. By these rules,
the factors which are affect on student’s success are investigated
[11].

Atilgan (2011) tried to investigate one of the biggest real life
problem, traffic accidents by treating data mining as extensive as
much possible. In the application part of the study, the factors
affecting on drivers and pedestrians are investigated. The
investigation is done through decision tree method and
association rules regarding the simplicity in understanding [12].
Ince, Alan (2014) wanted to make a strategic contribution to
companies’ product portfolio definition and creation process by
using data mining methods. Association Rules method, one of the
data mining method, is applied on data from a company which
does. fund transactions. The investigation of whether there is a
association rules when rival company buys funds and it is
realized that there are 52 rules by using Tertius algorithm. A
suggestion is made to companies that they can benefit from these
association rules at production portfolio planning [13].

Kose (2015) determined relationships between product catalog
and selling by using association rules and clustering analysis and
made a sample application on national retailer [14].

Dogrulvd. (2015) made studies on extracting hidden information
from enormous data of past accidents by using Apriori and GRI
algorithms [15].

Kirtay, Ekmekei, Halici, Ketenci, Aktag, Kalipsiz. In order to
increase performance of production recommendation system,
sampling process is added to Market Basket Analysis. By this
way, instead of universe but a set of lesser number of observant
representing universe is used in analysis which enabling time
efficiency of analysis time and efficiency on memory usage [16].
Gulce (2010) Terms related with Data Mining and especially
apriori algorithm which generates association rules to be used in
market basket analysis is examined in a very detailed way.
Apriori algorithm is applied on a different data set rather than on
market basket analysis set. In this application, data base
conversion process is conducted [17].

Ulas, Alpaydin A future promising results are obtained after
applying market basket analysis on sales data obtained from
Gima Turk Inc.’s various stores [18].

Durdu (2012), in his study, a structure is developed which can be
a basement for activities of management of customer relationship
by using data mining tools and applications. In the study
customer main data and sales operations are transformed into
usable and valuable data that can be used in management of
customer relations. In this context, a market basket analysis is
conducted and an application is developed an application which
gives association rules those are determined by using apriori
algorithm from market data set [19].

Ceylan (2014) in his study, in order to reveal the relationship
between the drugs which tend to be purchased together on a
prescription of a pharmacist apply the Cohesion Rule approach
from data mining techniques. The analysis was performed by
applying the Apriori algorithm from the association rule
algorithms. The aim of the study is to propose a new drug-shelf
scheme with the rules obtained. With the proposed new shelf
facility, it was aimed to use the pharmacy area effectively, to
provide services to the customers in a shorter time, and to reduce
possible drug mistakes [20].

Bayram(2014), a company that conducts market research around
the world, the panel in Turkey used a traditional dataset using

traditional and modern channels, and a basket analysis with the
rules of association between the product groups purchased in
these markets. The application was determined by the apriori
algorithm in the SPSS Clementine 12.0 package program and the
results were interpreted [21].

2. Proposed Methodology
2.1. Market Basket Analysis with Association Rules

Association rules are very important in Data Mining. Main
purpose of the method is obtaining usable various rules from big
data bases. Association rules are generally used to derive rules
from mutually related , concurrently occurring data.

There are steps should be taken before using association rules;
*Finding the repetition number of repetitive numbers,
*Determining minimum support and minimum trust values,

*Tagging as frequent couplings those are repeated as much as
minimum support number,

*Extracting strong association rules from very often repeated
items,

*Comparing trust abed support values of extracted association
rules to minimum and support values,

*Checking if these values of rules to satisfy minimum values [22]

If there are N numbers of item, there may exist 2N number of
often seen set of items. Association rules are determined after
finding often seen sets. Finding associtaion rules process is
finding which item has effects on which other items [23].

Supermarkets are the places where association rules are used very
often. A lot of applications can be seen when it ‘s looked it ap at
literature and it is known as market basket analysis. Market
Basket Analysis plays a very important role in customers’ habits,
sales strategy, stocks control with its help in determining the
products which are tendent to be bought together (Ay veCil,
2009).

Market Basket Analysis indicates variety of distinguishing
distribution by showing different perspective of customers. This
distribution information has a credible proportion in making
decision of planning, advertisement design, discount-promotion,
facility location and product investment. (Yang ve Lai,2006)

2.2. Algortihms Used For Associtaion Rules

Algortiyhms which are used for obtaining information from data
mess can be classified as consecutive and parallel. Consecutive
algorithms contains logical statements those are forming and
counting product sets. Parallel algorithms makes large product
sets by creating parallelism. (Erpolat, 2012) [24].

2.2.1. GRI Algorithm

Generalized Rules Induction (GRI) discovers node association
rules at data. GRI picks over the highest information content by
considering generality (support) and confidence rules. GRI can
work with numerical and categorical in outs but the objective
should be categorical. (Clementine Users Guide, 2007) [25].

2.2.2. Apriori Algorithm

Being developed Agrawal and his friends Apriori Algorithms
provide great benefits to be achieved during the development of
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the association rules of data mining. Because of this reason,
Apriori Algorithms became the most popular algorithm in
application of Association Rules. Name of the algorithm
“Apriori” derived from “prior” because the algorithms system
continue to work based on prior step [26].

Apriori node extracts rules which contain large information then,
picks over set of rules. Apriori provides 5 different methods to
pick over rules and uses sophisticated induction schematic to
process efficient large data sets. Apriori is faster than Gri for
bigger problems. Apriori requires input and output zones to be
categorical because it is optimized fort his type of data.
(Clementine Users Guide,2007) [25].

In Market Basket Analysis problems to identify the relation
between products on sale there 2 criteria used which are
“support” and “confidence/trust”. ‘“Rules Support Criterion”
identifies in one relation what is the proportion of repetition to
every shopping. “Rules Trust Criterion” identifies what is the
probability of someone buying B product who bought A product
already [24].

2.2.3. CARMA Algorithm

CARMA makes the calculation of small-scale farms online
(Hidb, 1999). CARMA displays the existing association rules
online to the user and allows the user to change the minimal
support and minimum trust parameters in any operation of the
first scan of the database. CARMA constitutes a set of objects as
they pass through the movements. After reading each movement,
it first increases the numbers of the objections of the sub-clusters
of the movement.

Then, if all of the existing subclasses of the object instance
provide the minimum support value, and if they are larger than
the read-out of the database, the object instances from the
movement are created. An upper bound on the number of objects
is computed so that the probability that a object is likely to be
extreme can be precisely predicted. This is the sum of the current
number and the estimate of its occurrence before the object
instance is created. Estimating the probability of occurrence
(maximum leaks) is calculated when the node is first created [24].

The CARMA model extracts a set of rules from the data without
having to guess and target fields. In contrast to "Apriori" and
"GRI", CARMA node provides only preliminary support instead
of structure settings for support rule (support for the premise and
consequent). At this point, these rules can be used for a variety of
applications in a wider area. (Clementine Users Guide, 2007)
[25].

3. Aplication

The study was conducted using one of the data mining software
SPSS Clementine.

3.1. Data Processing

The data received from the company has been passed through
certain steps in order to implement the data mining application.
These steps are;

Data collecting: Selection of appropriate data sets to be used in
the data mining study.

Merge and cleaning: In this step, the noisy data that caused the
wrong results are cleared and the differences are eliminated.

Data conversion: In this step, the data is transformed into a data
mining application. For GRI, Apriori and CARMA algorithms to

be used in data analysis, the display format and assignments of
data have been changed.

3.2. Algorithm Selection

After the data processing step has been performed and the data
has been adjusted, the GRI, Apriori and CARMA algorithms in
the data mining software SPSS Clementine have been selected for
the study.

3.3. Modelling

In the study, GRI, Apriori and CARMA algorithms, which are the
data mining software, 3 algorithms of SPSS Clementine software,
are used. The prepared model is solved separately for 3
algorithms. The association rules of the model created in the
program shown in Figure 1. For modeling; 8 product groups were
selected from the supermarket to be implemented. Figure 2 shows
the assignment of 8 product groups to the model. In order to work
correctly with SPSS Clementine software, 100 pieces from the
supermarket were used. The basic principle of using 3 different
algorithms in the study is to achieve more accurate results. Thus,
the right strategies for the firm will be realized.
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Fig.2. Configuration in SPSS Clementine 1

4. Result and Discussion

For the sales strategy of a large-scale supermarket, a study of
market basket analysis was conducted using data mining rules. In
the SPSS Clementine software, 100 previously received chips
were evaluated separately for 3 algorithms. The results of the
association analysis for GRI, Apriori and CARMA algorithms are
given in Table 1, Table 2, and Table 3 below.

For GRI algorithm which is the first among the algorithms, the
results are shown below.
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Fig.3.Gri Model
Table 1.RESULTS FOR GRI ALGORTHM

Consequent Antecedent Support Confidence
Cheese creengrocer 47 500 76,470
Detergent
Cheese Detergent 32,000 65,620
. Cheese
Dairy products Delicatessen 20,000 70,000
Egg
Cheese Detergent 15,000 66,670
Greengrocer Cheese 42,000 69,050
Egg
Bakery Dairy products 18,000 66,670
Greengrocer g?kery 22,000 68,180
eese

GRI Algorithm based results are in Table I;

- a customer who buys product greengrocer and
detergent, has 76.47% probability for buying product
cheese. The possibility of coexistence of these products
in shopping vouchers is 17 %.

The results for Apriori algorithm are shown below.
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Fig.2.Apriori Model

Table 2.RESULTS FOR APRIORI ALGORTHM

Consequent Antecedent Support  Confidence
Cheese Detergent 44 900 85,714
Dairy products
Detergent
Greengrocer Egg 32,000 65,620
Cheese
Cheese
Dairy products  Delicatessen 10,000 80,000
Detergent
Cheese Detergent 43 499 76,923
Delicatessen
Detergent
Cheese Greengrocer 17,000 76,471
Egg
Greengrocer Cheese 18,000 72,222
. Delicatessen
Dairy products Cheese 20,000 70,000

Apriori Algorithm based results are in Table II;

- a customer who buys product dairy products and
detergent, has 85,714% probability for buying product
cheese. The possibility of coexistence of these products
in shopping vouchers is 14 %.

The results for CARMA algorithm are shown below.
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Fig.3. CARMa model
Table 3.RESULTS FOR CARMA ALGORITHM
Consequent | Antecedent Support | Confidence
Detergent
Cheese Dairy 14,000 85,714
products
Detergent
Cheese Delicatessen 13,000 76,923
Greengrocer
Cheese Detergent 17,000 76,471
Greengrocer Cheese 18,000 72,222
Egg
Dairy Cheese 20,000 70,000
products Delicatessen

CARMA Algorithm based results are in Table II;

- acustomer who buys product detergent and dairy products, has
85,714% probability for buying product cheese. The possibility of
coexistence of these products in shopping vouchers is 14 %.

We can list the associations for 3 algorithms as follows:

Table 4.RESULTS OF INTERSECTION

GRI APRIORI CARMA
Detergent Detergent
Greengrocer Dairy products — Dairy products —
Detergent — Cheese vp yp
Cheese Cheese
Detergent Egg Detergent
Detergent — Cheese Cheese — Delicatessen —
Greengrocer Cheese
Cheese Cheese Egg
. . Delicatessen
Delicatessen — Dairy . Cheese —
roducts Detergent — Dairy Greengrocer
P products g
Detergent Cheese
Egg ; i
Delicatessen — Delicatessen —
Detergent — Cheese .
Cheese Dairy products
Cheese — Greengrocer
Greengrocer Detergent — Cheese
Egg Egg
Dairy products — Cheese —
Bakery Greengrocer
Bakery Cheese
Cheese — Delicatessen — Dairy
Greengrocer products
If we will reach common rules from the results of the
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relationship;

- Customers who purchase greengrocer and detergent product
groups are buying cheese product groups the min confidence

value above 70,0%

probability. The min support value

abovel7,0% probability, products are available in shopping
vouchers.

- Customers who purchase cheese and delicatessen product
groups are buying dairy products the min confidence value above
70,0% probability. The min support value above 20,0%
probability, products are available in shopping vouchers.

In this study, GRI, Apriori and CARMA algorithms, which are
the 3-way rule algorithm of SPSS Clementine software, are used.
As a result of the implementation, each algorithm gave different
results. Alliances have been taken together.

At the next stages of the work, new plant layout arrangements
will be made in line with the cooperation provided by the
software.
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