
In this paper, we focus on the detection of diseases 
in hazelnut plants using a deep learning architec-

ture such as YOLOv5. Detection of diseases in plants 
in large agricultural areas is a very challenging task. 
Manual identification is difficult as it would take a lot 
of time to examine the leaves of the field. Also, this 
method has low accuracy and takes a lot of time to 
detects diseased areas. So there must be a model to 
detect diseases with greater accuracy. Our paper exp-
lains a model that can support the farmers to identify 
the disease at a low cost. One of the most common 
diseases on hazelnut leaves is powdery mildew. It is 
a disease that mainly affects hazelnut leaves. For the 
purposes we mentioned in our article, we focused on 
an object detection model that can detect powdery 
mildew at a low cost and early. The experimental re-
sults show that farmers can see the affected area on 
the images. With the proposed deep learning archi-
tecture, powdery mildew disease in hazelnut can be 
identified as soon as it occurs. Thus, it will be a very 
beneficial process contribution for framers by taking 
appropriate measures to prevent the spread of the di-
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sease. The aim of this study is to find a method to 
detect powdery mildew disease in the plant from pic-
tures obtained from hazelnut leaves.

In this study first a literature review part is given.  
In material method section, a deep learning based met-
hod for powdery mildew detection is introduced and 
the dataset, theoretical background and methodology is 
given. Experimental results are proposed in discussion 
section and finally conclusion part is given.

LITERATURE REVIEW

Turkey is the leading country in the world hazelnut 
production and export a production of 675 thousand 
tons. Approximately 70% of the world hazelnut pro-
duction Turkey is followed by Italy, Caucasian Count-
ries (Azerbaijan+Georgia), Iran, USA and Spain, res-
pectively[1]. In Turkey, hazelnut is the product that 
provides the highest export income among agricul-
tural products and it is predicted that it will mainta-
in this position for a long time [2]. Negative weather 

A B S T R A C T

Hazelnut cultivation is widely practised in our country. One of the major problems in 
hazelnut cultivation is powdery mildew disease on hazelnut leaves. In this study, the 

early detection of powdery mildew disease with the YOLO model based on machine learn-
ing was tested on a unique data set. Object detection on the image, which is widely applied 
in the detection of plant diseases, has been applied for the detection of powdery mildew 
diseases. According to the results obtained, it has been seen that powdery mildew disease 
can be detected on the image. Using YOLOv5, diseased areas were detected with approxi-
mately 90% accuracy in diseased leaf images. Multiple leaves in one image were detected 
with approximately 85% accuracy in detecting healthy areas using images with complex 
backgrounds. The model, which has been used in different studies for the detection of dis-
ease in plant leaves, also gave effective results in the detection of powdery mildew disease 
in hazelnut leaves. Early detection of powdery mildew with a method based on machine 
learning will stop the possible spread of disease. It will increase the efficiency of hazelnut 
production by preventing the damage of hazelnut producers.
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detect five types of diseases: downy mildew, bacterial spots, 
powdery mildew and anthracnose. In the study, AlexNet 
architecture was used which had previously performed 
feature extraction and model training for leaf images. Ex-
perimental results show that the model could classify five 
diseases [7].

Petrellis carried out a study to detect plant diseases 
with image processing techniques, using a smartphone, 
with computing power and high resolution camera support 
[8]. Mohanty developed a deep learning and computer vi-
sion based approach. The dataset which has totally 54,306 
diseased and healthy plant leaves presented publicly. A deep 
neural network was trained to detect 14 plant species and 
26 diseases. When the experimental results were examined, 
it was seen that the training model achieved 99.35% accu-
racy[9]. Vijai and friends proposed an algorithm for image 
segmentation to the automatic detection and classificati-
on of plant leaf diseases. At the first stage, the accuracy is 
85.56% in the classification made with Minimum Distance 
Criterion and K-Means Clustering. When these classifica-
tion techniques are used with the proposed algorithm, the 
accuracy rate increased to 93.63%. The accuracy of the pro-
posed algorithm is 95.71% when classification is made with 
the SVM technique [10].

The YOLOv5 model has been used to detect postnatal 
defects in kiwi fruit. A fast and highly accurate defect de-
tection model has been developed to detect minor defects. 
The developed YOLOv5 model reached 94.7% accuracy[11]. 
The improved YOLOv5 model has been proposed for the 
detection of tomato plant diseases. The dataset was created 
by collecting disease images with a mobile phone. A squeeze 
and excitation(SE) module has been added to the YOLOv5 
model to extract key features. The result was compared 
with R-CNN and Faster R-CNN models and SE-YOLOv5 
gave better results with 94.10% accuracy [13]. The YOLOv5 
model was proposed by Midhun and Yamuna for the detec-
tion of bacterial disease in bell pepper. It is aimed to detect 
the disease as soon as it occurs and to prevent its spread. 
The model was trained with images taken randomly from 
various parts of the farm and tested with mobile phone ima-
ges. Small disease spots were detected quickly and with high 
accuracy [14].

MATERIAL AND METHODS

The operations performed in this study are shown in Fig. 
1. During the data collection phase, powdery mildew di-
sease images were collected from various internet sites.
The appropriate images were selected from the images
collected during the preprocessing stage of the dataset,
all images were sized, labeling was done by selecting the

conditions seen at intervals, losses due to diseases and 
pests adversely affect many producers and the country's 
economy. Powdery mildew, which is known as the most 
important of these diseases, is a long-known and com-
mon disease in our country and in the world.

Phyllactinia guttata and Erysiphe cause powdery mil-
dew disease in hazelnut which is generally seen on the lower 
surface of the host leaves, and is partially seen on the upper 
surface in cases of high density infestations. Conidia are 
unicellular, club-shaped, or sometimes rhomboid. Cleystot-
hecium is round and broad and have 3-15 attachment arms. 
There is swelling at the base of the retainer arms, which is 
quite distinguishable. The mycelium of Erysiphe sp. deve-
lops on both surfaces of the leaves. Conidia are unicellular, 
oval, ellipsoid or barrel-shaped. The clestothecium are ro-
unded and the attachment arms show dichotomous branc-
hing at the ends[1] .

It is inevitable to experience significant losses if studies 
are not carried out to determine the diseases that harm crop 
plants in agriculture. If the disease-causing factors are in the 
form of an epidemic, all the plants in the area become sick 
and most of them die. In order to prevent losses, it is neces-
sary to fight against disease factors. In order to determine 
the situation in the region, the presence and diagnosis of the 
factor to be combated should be determined [3].  

Studies are carried out to reduce the damage caused by 
plant diseases to agricultural products. Machine learning 
algorithms are widely used for early detection and preventi-
on of plant diseases. Mohammadpoor and friends proposed 
a method for detecting viruses on grape leaves. They identi-
fied the diseased parts on the leaves and classified them with 
support vector machine (SVM). The K-fold cross validation 
method was applied with k=3 and k=5 values are used to 
increase the accuracy of the system. According to the expe-
rimental results, the average accuracy of the proposed met-
hod was observed about 98.6% [4]. Liang and friends propo-
sed a convolutional neural network(CNN) based system to 
detect blast disease in rice. Training process was provided 
with a dataset containing 2906 samples without disease and 
5808 samples with disease. The experimental results show 
that the proposed model has higher discriminating ability 
and effective feature extraction potential than traditional 
approaches [5].

Zhang and friends proposed an algorithm to identify 
cucumber disease. A global pooling dilated convolutional 
neural network (GPDCNN)-AlexNet-based approach. The 
model is trained on cucumber leaf diseases and able to de-
tect cucumber leaf diseases with an accuracy of 95.65% [6]. 
Wagh and friends have proposed a system which can au-
tomatically detect grape diseases. The system was able to 
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hazelnut leaf and disease section, and txt files were cre-
ated. The trained model was tested in the testing phase 
and the results were obtained.

Dataset Preprocessing and Preparation

Since the aim of the study was to detect powdery mildew 
disease in hazelnuts through the image, images of healthy 
and diseased hazelnut leaves were needed. In this study, 
a data set was created with the researches made on the 
internet and the images collected[12]. In order to detect 
powdery mildew disease in hazelnut with machine lear-
ning, diseased and healthy leaf images of hazelnut leaves 
were used. Images were created with images collected 
from Google[13] and Youtube [14] videos. The results ob-
tained with Google were analyzed one by one, the image 
quality, qualities and uniqueness in the data set were eva-
luated and the images that would form the basis for the 
data set were obtained. The dataset was augmented using 
the hazelnut fields videos on Youtube. Every frame of 
these downloaded videos has been converted into a pic-
ture and the number of images for the data set has been 
increased. Diseased leaf images obtained in the study of 
powdery mildew disease by Sezer and friends constituted 
another source for dataset [15]

Generating the Data Set for the YOLOv5 Model

YOLO[16] is a neural network algorithm which is very 
fast. It gives successful results when used to detect real-
time objects. It trains the network via images and a “.txt” 
file where the images are mapped with numerical values. 
In order to prepare the dataset in a format suitable for the 
YOLO model, all images were first rescaled to 224x224. 
The images and “.txt” file are created by labeling the sca-
led images one by one using the labeling program.

As seen in Fig. 2 (a) and (b), the height and width are 
marked to fully include the object to be labeled which is very 
important for the correct and complete learning of the net-
work. While the YOLO model accesses the labeled regions, 
it reads from the file with the ".txt" extension containing the 
numerical values of the image.

Fig. 3 (a) and (b) shows the “.txt” files which is conta-
ining a series of numerical information are obtained as a 
result of tagging the images. Each file belongs to an image 
and each line contains information about the labeling done 
on the image. The first information is the label, that is, the 
class number, and indicates which object is labeled. The re-
maining information is the location and size information of 
the labeled object.

As seen in Table 1, the object represented by "0" is "di-
sease" and the object represented by "1" is "leaf". The nume-
rically represented values in the file are converted to the tag 
name during the object detection phase.

After the preliminary preparations, the data set has re-
ached its final form. The dataset consists of a total of 424 
images, 224 of which are "disease" and 200 are "leaf". As 
can be seen in Figure 3 (a) and (b), the images of the classes 

"disease" and "leaf" are balanced in the data set. The class 
distribution of the dataset is one of the important factors 
affecting the learning of the network.

Figure 1. General diagram of the proposed study.

Figure 2. (a) Labeling of healthy leaves, (b) Labeling of diseased parts 
on the leaf can be created by selecting the desired parts in the squares 
one by one..

Figure 3. “.txt” file content obtained as a result of labeling healthy lea-
ves, (b) “.txt” file content obtained as a result of labeling diseased parts 
on the leaf..

Table 1. Numeric value and meaning of the object represented in the file 
created for the tagged images.

�ag No (Numeric) �ag Name (String)

1 0 disease

2 1 leaf
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Neural Network

The mathematical structure that can analyze the con-
nections between input and output data (linear or non-
linear) with various learning algorithms is defined as ar-
tificial neural networks(ANN) [17]. It consist of artificial 
neurons that imitate the biological neuron abilities that 
exist in the human brain. Artificial neurons are the smal-
lest unit that can store and process information[18]. ANN 
consist of an input layer, one or more hidden layers, and 
an output layer. Each layer can contain a different num-
ber of artificial neurons[19].

Deep Learning

Deep learning, which is a sub-branch of machine lear-
ning, allows working on multidimensional data by using 
ANN algorithms in multi-layer artificial neural network 
architectures. With deep learning, many complex prob-
lems have been studied and successful results have been 
obtained. In the field of computer vision; face detection, 
object detection, license plate recognition, lane detection, 
etc. Solutions have been proposed to the problems with a 
deep learning approach and the proposed methods have 
been successful. It is a suitable area for object detection 
and image processing[20].

YOLO Model

It was aimed to detect the disease through the image, 
while choosing the method to be used for this purpose, 
similar studies were examined and effective methods 
were searched. Current algorithms used for image re-
cognition include the R-CNN and YOLO frameworks. 
R-CNN is superior for high accuracy object detection
but its speed is lower. For this reason, it cannot perform
well in real time practical scenarios. The algorithms
used in the YOLO series for real time object detection
use a regression method that solves the speed problem
and learns the determined properties of the object to be
detected.  The YOLO algorithm series uses a single-sta-
ge neural network to directly complete the positioning
and classification of the object to be detected [21, 22]. It
splits images with objects to be detected in a grid view
in SxS ratio. Each grid square has a different detection
task. The network structure consists of two full link la-
yers and 24 convolution layers. After the full link layer, its 
tensor SxSx(Bx5+C) is the output. B refers to the number
of predicted targets in each grid, C indicates the number
of categories.

The final detection result is obtained by retrieving the 
detection box position and inferring the category probability 

Figure 4. (a) Numerical information of “disease” and “leaf” image samples, (b) Correlogram graph of tagged samples.

Figure 5. Yolov5 Model Architecture [27].
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of the tensor data. It is fast at detecting objects however not 
successful in detecting small targets. This is because wit-
hout the grid system, there are several targets on the same 
grid. This has been developed to address this deficiency 
with YOLOv5[23, 24]. It transmits the training data through 
the data loader, while also improving the training data. Data 
loader can apply three types of data enhancements which 
are color space, mosaic enhancement, and scaling. In image 
detection process, it  uses R-CNN's anchor mechanism to 
improve the ability to detect small targets in the image with 
a multi-scale mechanism. And it can be adapted to different 
size images.[25, 26]. It consists of three main components 
basically [26]. Backbones, a convolutional neural network 
that generates and collects image features at different levels 
of image detail. The neck is the set of layers that mix and 
combine the collected image features and transmit these 
features to the prediction layer. Head can predict image fe-
atures, create bounding boxes, and do category prediction. 
Fig. 5 shows the architecture of the YOLOv5 Model with its 
main components.

RESULTS AND DISCUSSION

The network is trained through Google Colab, which 
provides free access to powerful GPUs and requires no 
configuration. It is used a notebook computer using pre-
trained COCO weights based on YOLOv5. The dataset 
was added and adjusted the model's top layers to train 
disease and leaf classes to detect it, and set the period 
number to 300. Training of a 300-term model takes 30 
minutes. Performance metrics for the training, develop-
ment and validation clusters of our model are shown in 
Fig. 6. There are three types of loss. Box loss shows how 
well the algorithm is at finding the center of the object 
and the detected object box boundaries cover the object. 
Loss of Objectivity is a measure of the probability that 
the object is in the detected region. If the objectivity is 
high, it means that the viewport contains objects. Clas-

sification Loss determines how well the algorithm can 
detect which class the object belongs to.

The model developed rapidly in terms of precision, re-
call, and mean precision values after 50 periods. Loss values 
(loss of box, loss of objectivity and classification) in validati-
on data decreased towards Period 100.

Training Results

The model was run on the same data set at different times 
and the results were compared. The mAP value in the 
obtained results is between 0.6-0.7. The sampled values 

Figure 6. Graphs of loss values, recall values, and mean precision (mAP) during training periods for the training and validation set.

Figure 7.  Collected images for the training dataset.
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are described over the best recorded results. The dataset 
is not large enough, YOLOv5's data augmentation capa-
bility is important for object detection. During the trai-
ning mosaic, copy paste, random affine(Rotation, Scale, 
Translation and Shear), MixUp, Albumentations, Aug-
ment HSV(Hue, Saturation, Value), Random horizontal 
flip data augmentation operations are performed. Fig. 7 
shows the data augmentation and labeling operations 
performed on the training data.

Fig. 8 shows the object detection processes obtained 
for the validation dataset. The results of the determinati-
ons made for the "disease" and "leaf" classes are seen in the 
images taken in different periods. Classification and detec-
tion processes for the validation dataset yielded successful 
results.

After the model was trained with diseased and healthy 
leaf images, the images that were not included in the tra-
ining dataset were applied to the network input. In Fig. 9 
(a), the diseased parts are scattered and sparsely seen on the 
leaf. In this case, diseased sections could be detected. In Fig. 
9 (b), the completely covered with disease was given to the 
entrance of the net upon detection. In this example it can be 
seen that almost all diseased sections have been detected. In 
Fig. 9 (c), the diseased parts are larger and more pronounced 
than in Fig. 9 (a), in this case the detection accuracy rate is 
about 90%. Fig. 9 (d) shows the detection of healthy leaves. It 
was detected about  82% accuracy in a dark image contai-
ning many leaves.

The study showed that early detection of powdery mil-
dew disease on hazelnut leaves can be achieved with a deep 

Figure 8. Batch images for the validation dataset.

Figure 9. Detection process on images not included in the data set.
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learning model. The proposed method for detecting pow-
dery mildew disease on images in a short time is low-cost 
and saves time. The spraying method can be done on time 
with the help of the model's ability to detect small images. 
After the disease is detected on the images, the spread of the 
disease among the leaves can be prevented by applying agri-
cultural pesticides. Thus, yield and quality loss in hazelnut 
will be prevented.

CONCLUSION

Our country is the world leader in hazelnut production. 
The increase in hazelnut production and the elimination 
of problems directly affect the country's economy. Pow-
dery mildew disease encountered in hazelnut production 
reduces hazelnut production and effects the producers. 
Powdery mildew is a disease that can be transmitted 
from leaf to leaf and spreads rapidly. If powdery mildew 
disease on the leaves is detected early, the disease can be 
prevented from spreading by spraying the diseased area. 
For this reason, early detection of powdery mildew disea-
se on hazelnut leaves is very important. Machine learning 
is widely used in the detection of plant leaf diseases.

In this study, YOLO was used to detect powdery mil-
dew disease on images of hazelnut leaves. The images collec-
ted over the internet were processed. The detection process 
with external images was tried and the detection rate about 
90%. It was shown that it is possible to detect powdery mil-
dew disease on hazelnut leaves through images. However, 
the network could not reach equilibrium due to the lack of 
sufficient dataset. For future study during the periods when 
powdery mildew disease is seen in the orchards of hazel-
nuts, a large data set will be created by drone shots. With the 
large dataset, the model will be trained and the stability of 
the network will be ensured. An embedded system software 
capable of real-time detection that can be used by hazelnut 
producers will be developed.
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