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Abstract. In this study, we define a new type of statistical limit point us-

ing the notions of statistical convergence with respect to the Jp power series

method and then we present some examples to show the relations between
these points and ordinary limit points. After that we also study statistical

limit points of a sequence with the help of a modulus function in the sense
of the Jp power series method. Namely, we define f -Jp- statistical limit and

cluster points of the real sequences and compare the set of these limit points

with the set of ordinary points.

1. Introduction

The concept of statistical convergence was initially introduced by Fast [9]. The
important properties of statistical convergence were established by Salat [15] and
Fridy [11]. Fridy [12] introduced the concepts of statistical limit points and sta-
tistical cluster points of real sequences and compared them with ordinary limit
points.

By using the modulus functions, Aizpuru et al. [1] introduced the concept of f
-statistical convergence which depends on the other new concept of f -density of
subsets of natural numbers (where f is a modulus function). Listán-Garćıa [13]
gave the definition of f -statistical limit points and cluster points with respect to a
modulus function f and proved some relations including the properties of the sets
of f -statistical limit points and f -cluster points.

Ünver and Orhan [18] discussed the idea of statistical convergence via power
series methods and they defined a new concept so-called P -statistical convergence.
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Many authors used P -statistical convergence to obtain new results. In [3], Bayram
gave some criteria for statistical convergence according to the power series methods.
In [4], Bayram and Yıldız gave various Korovkin-type approximation theorems for
linear operators defined on derivatives of functions, using statistical convergence
according to power series methods. The recent results including P -statistical con-
vergence can be seen in [2], [5], [8], [16], [17], [19].

In [6], the authors of this work developed the idea of statistical convergence by
using Jp power series summability methods and a modulus function.

In this study, we introduce and study on the concepts of statistical limit points
and statistical cluster points determined by the power series methods. Later on
these notions are strenghtened via an unbounded modulus function. Some detailed
examples are also presented to obtain strict inclusion relations.

Now recall some basic notions used in this paper.
Let N0 be the set of nonnegative integers, E ⊂ N0 and E (n) = {k ≤ n : k ∈ E} .

By |E (n)| , denote the cardinality of the set of E (n). If limit

lim
n→∞

|E (n)|
n+ 1

exists, then E is said to have natural density and it is denoted by δ (E) [10].
Any number sequence x = (xk) is statistical convergent to L if for every ε > 0,
δ (Eε) = 0, where Eε = {k ∈ N0 : |xk − L| ≥ ε} . In this case we write st-limx = L.

Let
(
xk(j)

)
be any subsequence of x = (xk) andK = {k (j) : j ∈ N0}, then

(
xk(j)

)
is denoted by {x}K . {x}K is called a thin subsequence of x if δ(K) = 0. If δ(K) ̸= 0,
{x}K is called a nonthin subsequence of x [12]. We know that L is ordinary limit
point of x if there exists a subsequence of x that converges to L. The definition of
statistical limit point is given below. Following Fridy [12], we say that the number
λ is a statistical limit point of the sequence x if there exists a nonthin subsequence
of x that converges to λ. For any real sequence x, Λx denotes the set of statistical
limit points of x, and Lx denotes the set of ordinary limit points of x. Also if
δ ({k ∈ N : |x− γ| < ε}) ̸= 0 for every ε > 0, the number γ is called a statistical
cluster point of the number sequence x [12]. Γx denotes the set of all statistical
cluster points of x. For every sequence x, we have Λx ⊂ Γx ⊂ Lx .

2. Jp-Statistical Limit Points

Let (pk)k∈N0
be a sequence of nonnegative integers with p0 > 0,

Pn =

n∑
k=0

pk → ∞ (n → ∞)

and

p (t) =

∞∑
k=0

pkt
k < ∞
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for 0 < t < 1. For any real sequence x = (xk), assume that

px (t) =

∞∑
k=0

pkt
kxk convergent for 0 < t < 1.

Then we say that (xk) is Jp-convergent to L or Jp-summable to L if

lim
t→1−

px (t)

p (t)
= L.

In this case we write xk → L (Jp). The condition p (t) → ∞ (t → 1−) assures that
Jp-method is regular (see, [7]). So we only consider regular Jp methods.

The ideas of natural density and statistical convergence are extended to power
series methods by Unver and Orhan [18].

Let E ⊂ N0 be any set. If the limit

δJp
(E) = lim

t→1−

1

p (t)

∑
k∈E

pkt
k

exits, then δJp (E) is called Jp-density of E. From the definition it is clear that
if δJp (E) exists, then 0 ≤ δJp (E) ≤ 1 and δJp (E) = 1 − δJp (N0\E). If E is
finite, then δJp

(E) = 0. Note that Jp-density and natural density of any E ⊂ N0

need not to be equal to each other. For instance, let (pk) = (1, 0, 1, 0, ...). Then
p (t) =

∑∞
k=0 t

2k = 1/
(
1− t2

)
for 0 < t < 1. Now if E = {2k + 1 : k ∈ N0}, then

δJp (E) = 0 but δ (E) = 1/2 (see [18]).
A real sequence x = (xk) is called Jp-statistically convergent to L if for every

ε > 0

lim
t→1−

1

p (t)

∑
k∈Eε

pkt
k = 0.

where, Eε = {k ∈ N0 : |xk − L| ≥ ε} .That is, for every ε > 0, δJp (Eε) = 0. In this
case, we write stJp -limx = L. The set of all Jp-statistically convergent sequences
is denoted by stJp

.
The following example shows that a sequence x can be Jp statistical convergent

even if x is not convergent or statistical convergent.

Example 1. Let (pk) = (1, 0, 1, 0, ...) and (xk) = (0, 1, 0, 1, ...). Observe that (xk)
is neither convergent nor statistically convergent. But, since

δJp
({k ∈ N0 : |xk| ≥ ε}) = δJp

({2k + 1 : k ∈ N0}) = 0

for each ε > 0, we have stJp
-limx = 0.

Definition 1. If δJp(K) = 0, {x}K is called Jp−thin subsequence and if δJp(K) ̸=
0, {x}K is called a Jp−nonthin subsequence of x. If there exists a Jp−nonthin
subsequence of the real sequence x that converges to λ, then the number λ is said
to be a Jp−statistical limit point of x.
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For any sequence x , Λ
Jp
x denote the set of Jp−statistical limit points of x. It

is clear that Λ
Jp
x ⊂ Lx for any sequence x. The following example shows that the

inclusion is strict.

Example 2. Let (pk) and (xk) be in 1 and

E1 = {k : k = 2n+ 1, n ∈ N0 } and E2 = {k : k = 2n, n ∈ N0} .
In this case we have

p (t) =

∞∑
k=0

pkt
k =

∞∑
k=0

p2k+1t
2k+1 +

∞∑
k=0

p2kt
2k

=

∞∑
k=0

0.t2k +

∞∑
k=0

1.t2k+1

=
t

1− t2
, |t| < 1,

δJp (E1) = lim
t→1−

1

p (t)

∑
k∈E1

pkt
k = lim

t→1−

1

p (t)

∞∑
k=0

1.t2k+1 = 1,

δJp
(E2) = lim

t→1−

1

p (t)

∑
k∈E2

pkt
k = lim

t→1−

1

p (t)

∞∑
k=0

0.t2k = 0.

Since {x}E1
→ 1 and δJp

(E1) ̸= 0, we obtain that Λ
Jp
x = {1}. But, it is clear that

Lx = {0, 1} .

We write an example that shows Λx and Λ
Jp
x are not same.

Remark 1. The notions of statistical limit point and Jp−statistical limit point are
not comparable. For instance, let Jp-method be determined by the sequence

pk =

{
1 , if k is square
0 , if k is nonsquare

and consider the sequence x = (xk) defined by

xk =

 2 , if k is square
1, , if k is an odd nonsquare
0 , if k is an even nonsquare

Then we easily see that Λx = {0, 1} and Λ
Jp
x = {2} .

We give an example below to show that Λ
Jp
x and Lx can be very different.

Example 3. Let {rk}∞k=1be a sequence whose range is the set of all rational numbers
and define

xk :=

{
rk , if k = 2n
k , if k = 2n+ 1

, n ∈ N0

pk :=

{
1 , if k = 2n+ 1
0 ,if k = 2n

, n ∈ N0
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Also let E1 = {k : k = 2n+ 1, n ∈ N0 } and E2 = {k : k = 2n, n ∈ N0}. Since

δJp
(E2) = lim

t→1−

1

p (t)

∑
k∈E2

pkt
k = lim

t→1−

1

p (t)

∞∑
k=0

0.t2k = 0,

we have Λ
Jp
x = ∅. But Lx = R, since {rk : k ∈ N0} is dense in R.

Definition 2. If δJp ({k ∈ N : |xk − γ| < ε}) ̸= 0 for every ε > 0, then γ is called
Jp−statistical cluster point of the sequence x = (xk) .

We show the set of all Jp−statistical cluster points of x with Γ
Jp
x .

Theorem 1. For every sequence x, Γ
Jp
x ⊂ L

x
.

Proof. Assume that γ ∈ Γ
Jp
x . For every ε > 0, δJp ({k ∈ N : |xk − γ| < ε}) ̸= 0. So

the set A := {k ∈ N : |xk − γ| < ε} is infinite. That means that there are infinitely
many xk ∈ (γ − ε, γ + ε) . From this we get γ ∈ L

x
. □

Theorem 2. For any number sequence x, Λ
Jp
x ⊂ Γ

Jp
x .

Proof. Assume that λ ∈ Λ
Jp
x . Then there exists K = {k (j) : j ∈ N0} such that

{x}K is a Jp−nonthin subsequence of x. Thus for every ε > 0 there exists n0 ∈ N
such that for all k (j) > n0,

∣∣xk(j) − λ
∣∣ < ε and δJp (K) ̸= 0. Also it is clear that{

k (j) ∈ K :
∣∣xk(j) − λ

∣∣ < ε
}
⊂ {k ∈ N0 : |xk − λ| < ε} .

From this we have

0 ̸= δJp

{
k (j) ∈ K :

∣∣xk(j) − λ
∣∣ < ε

}
⊂ δJp

{k ∈ N : |xk − λ| < ε} .

Thus λ ∈ Γ
Jp
x and so Λ

Jp
x ⊂ Γ

Jp
x . □

The following example shows that the inclusion Λ
Jp
x ⊂ Γ

Jp
x is strict.

Example 4. Define the sequence x by

xk =

{
0, if k = 0
1
r if k = 2r−1 (2q + 1) .

Also let (pk) = (1, 1, 1, ...). Then p (t) = 1/ (1− t) for |t| < 1, and

δJp
({k : xk = 1}) = δJp

({k = 2n+ 1 : n ∈ N0)}) = lim
t→1−

(1− t)

∞∑
k=0

t2k+1 = 2−1,

δJp
({k : xk = 1/2}) = δJp

({k = 4n+ 2 : n ∈ N0)}) = lim
t→1−

(1− t)

∞∑
k=0

t4k+2 = 2−2,

δJp
({k : xk = 1/2}) = δJp

({k = 8n+ 4 : n ∈ N0)}) = lim
t→1−

(1− t)

∞∑
k=0

t8k+4 = 2−3,

...
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Thus we have for each r that δJp ({k : xk = 1/r}) = 2−r > 0, whence 1
r ∈ Λ

Jp
x . It

can be seen by a similar method that

δJp

({
k : |xk| <

1

r

})
= δJp

({
k : 0 < xk <

1

r

})
= 2−r.

Hence we get 0 ∈ Γ
Jp
x and so Γ

Jp
x = {0}∪

{
1
r

}∞
r=1

. Now we claim that 0 /∈ Λ
Jp
x . For

this, if the limit of the subsequence {x}K is zero then we show that δJp
(K) = 0.

For each r we have

δJp
(K) = lim

t→1−

1

p (t)

∑
k∈K, xk<1/r

pkt
k + lim

t→1−

1

p (t)

∑
k∈K, xk≥1/r

tk

≤ 2−r +O (1) .

Since r > 0 is arbitrary, we conclude that δJp (K) = 0.

Theorem 3. For any sequence x, the set Γ
Jp
x is a closed point set.

Proof. Assume that α is an accumulation point of Γ
Jp
x . Then for all ε > 0, Γ

Jp
x

contains some points
γ ∈ (α− ε, α+ ε) .

Choose ε′ so that
(α− ε′, α+ ε′) ⊂ (α− ε, α+ ε) .

Since γ ∈ Γ
Jp
x

δJp ({k : xk ∈ (γ − ε′, γ + ε′)}) ̸= 0.

From this
δJp

({k : xk ∈ (α− ε, α+ ε)}) ̸= 0.

So we get α ∈ Γ
Jp
x . □

If x and y are sequences such that δJp
({k : xk ̸= yk}) = 0 then we say that

xk = yk for almost all k.

Theorem 4. If x and y are sequences such that xk = yk for almost all k, then

Λ
Jp
x = Λ

Jp
y and Γ

Jp
x = Γ

Jp
y .

Proof. Let δJp
({k : xk ̸= yk}) = 0 and λ ∈ Λ

Jp
x . Then there exists a Jp-nonthin

subsequence {x}K of x which is convergent to λ. Since δJp
({k ∈ K : xk ̸= yk}) = 0,

δJp
({k : k ∈ K and xk = yk}) ̸= 0. From this if we take K ′ = {k ∈ N : xk = yk},

then {y}K′ is a Jp-nonthin subsequence of {y}K which is convergent to λ. Thus

λ ∈ Λ
Jp
y and so we get Λ

Jp
x ⊂ Λ

Jp
y . Likewise, it can be shown that Λ

Jp
y ⊂ Λ

Jp
x . Hence

we get Λ
Jp
x = Λ

Jp
y . Now let γ ∈ Γ

Jp
x and show that Γ

Jp
x = Γ

Jp
y . For every ε > 0,

δJp
({k ∈ N : |xk − γ| < ε}) ̸= 0. Define the sets E′ := {k ∈ N : |xk − γ| < ε},

E′′ := {k ∈ N : xk ̸= yk and |xk − γ| < ε}, E′′′ := {k ∈ N : xk = yk and |xk − γ| < ε}.
Since

1

p (t)

∑
k∈E′

pkt
k =

1

p (t)

∑
k∈E′′

pkt
k +

1

p (t)

∑
k∈E′′′

pkt
k
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we get

0 ̸= lim
t→1−

1

p (t)

∑
k∈E′

pkt
k =

1

p (t)

∑
k∈E′′′

pkt
k

i.e., for every ε > 0, δJp
({k ∈ N : |yk − γ| < ε}) ̸= 0. Hence γ ∈ Γ

Jp
y . The inclusion

Γ
Jp
y ⊂ Γ

Jp
x can be shown similarly. □

The following result can be obtained by a similar way to the Theorem 2 of [12].

Theorem 5. If x is a number sequence then there exists a sequence y such that

Ly = Γ
Jp
x and yk = xk for almost all k ; moreover, the range of y is a subset of the

range of x.

Note that Lx is always closed set while Λ
Jp
x is not (see Example 4). Hence the

conclusion of Theorem 4 is not valid if we replace Γ
Jp
x with Λ

Jp
x .

Following the line of Fridy (see [12], Section 3), we can prove the Jp-statistical
analogues of some of the well-known completeness theorems of real numbers theo-
rems.

Theorem 6. Let x be a real sequence and M = {k : xk ≤ xk+1}. If δJp
(M) = 1

and x is bounded on M then x is Jp-statistically convergent.

Theorem 7. If x contains a bounded Jp-nonthin subsequence then x has a Jp-
statistical cluster point.

This theorem leads naturally to the following corollary.

Corollary 1. If x is a bounded sequence then x has a Jp-statistical cluster point.

Theorem 8. If x is a bounded sequence, then x has a Jp-nonthin subsequence {x}K
such that {xk : k ∈ N\K} ∪ Γ

Jp
x is compact set.

3. f-Jp-Statistical Limit Points

In this section, we aim to examine the f -Jp-statistical version of cluster points
and limit points and relate them to classical limit points.

Any function f : R+ → R+ with the following properties is called a modulus
function;
1. f(x) = 0 if and only if x = 0,
2. f(x+ y) ≤ f(x) + f(y) for all x, y ∈ R+,
3. f is increasing,
4. f , is continuous from the right at zero [14].
f(x) = x

1+x and f(x) = xp for 0 < p ≤ 1 are examples of modulus functions. A
modulus function can be bounded or unbounded.
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Definition 3. Let f be an unbounded modulus function and E ⊂ N0. If the limit

δfJp
(E) := lim

t→1−

1

f (p (t))
f

(∑
k∈E

pkt
k

)

exists, then δfJp
(E) is called f -Jp-density of E [6].

Definition 4. Let x = (xn) be a real sequence and f be a unbounded modulus

function. If a set K ⊂ N0 has the propert δfJp
(K) = 0, then {x}K is called f -Jp-

thin subsequence of x. If δfJp
(K) ̸= 0, then {x}K is called f -Jp-nonthin subsequence

of x.

Definition 5. Let x = (xn) be a real sequence. If x has a f -Jp-nonthin subsequence
that converges to ℓ, then ℓ is called f -Jp-statistical limit point of x. The set of all

f -Jp-statistical limit point of x is denoted by Λ
f−Jp
x .

Definition 6. Let x = (xn) be a real sequence. If δfJp
({n ∈ N : |xn − γ| < ε}) ̸= 0

for each ε > 0, then γ is called an f -Jp-statistical cluster point of x. The set of all

f -Jp-statistical cluster point of x is denoted by Γ
f−Jp
x .

It is known that δfJp
(A) = 0 means δJp

(A) = 0 for any unbounded modulus

function f and for any A ⊆ N [6].

Theorem 9. x is a sequence in R, then the followings hold:

i) Λ
Jp
x ⊂ Λ

f−Jp
x

ii) Γ
Jp
x ⊂ Γ

f−Jp
x

iii) Λ
f−Jp
x ⊂ Γ

f−Jp
x

iv) Γ
f−Jp
x ⊂ Lx.

Proof. (i) - (ii) Since f -Jp-density zero sets are Jp−density zero, it is clear that

Λ
Jp
x ⊂ Λ

f−Jp
x and Γ

Jp
x ⊂ Γ

f−Jp
x .

(iii) To show Λ
f−Jp
x ⊂ Γ

f−Jp
x assume that γ ∈ Λ

f−Jp
x . In this case there ex-

ists K ⊆ N such that δfJp
(K) ̸= 0 and limk∈K xk = γ. For every ε > 0,

A = {n ∈ K : |xn − γ| ≥ ε} is finite which implies δfJp
(K\A) ≥ δfJp

(K)−δfJp
(A) =

δfJp
(K) ̸= 0. Since f is increasing and K\A ⊆ {n ∈ N : |xn − γ| < ε},

δfJp
({n ∈ N : |xn − γ| < ε}) ≥ δfJp

(K\A) ̸= 0

hence γ ∈ Γ
f−Jp
x .

(iv) We show that Γ
f−Jp
x ⊆ Lx. Assume that γ ∈ Γ

f−Jp
x . For each j ∈ N, we have

δfJp

({
n ∈ N : |xn − γ| < 1

j

})
̸= 0.
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Thus if we say Aj =
{
n ∈ N : |xn − γ| < 1

j

}
, then Aj ⊂ N and for each j ∈ N,

Aj+1 ⊂ Aj . We can now take an increasing sequence of indices n1 < n2 < · · · with
each nj ∈ Aj . If k ≥ j, j ∈ N, then |xnk

− γ| < 1
k ≤ 1

j . So (xnk
) is a subsequence

of x that converges to γ, therefore x ∈ Lx. □

Note that all inclusions in Theorem 9 are strict. For instance for (i), we present
the following example.

Example 5. Let (xk) and (pk) are defined as

xk :=

{
1 , k = 2j
2 , k = 2j + 1

, j = 0, 1, 2, ...

pk =

{
1

k
, k = 2j + 1

1 , k = 2j
, j = 0, 1, 2, ...

In this case,

p(t) =

∞∑
k=0

pkt
k =

1

2
ln

(
1 + t

1− t

)
+

1

1− t2

for 0 < t < 1 and then we get δJp
(E1) = 1 and δJp

(E2) = 0 for the sets E1 :=

{2j : j ∈ N0} and E2 := {2j + 1 : j ∈ N0}. Hence Λ
Jp
x = {2}. Indeed {x}N/E1

is

the subsequence of x which converges to 2 and δJp (N\E1) ̸= 0. For the modulus
function f(x) = log (x+ 1), observe that

δfJp
(E1) = lim

t→1−

1

f (p (t))
f

(∑
k∈E1

pkt
k

)
= 1.

So we obtain that Λ
f−Jp
x = {1, 2} . Thus we see that the inclusion Λ

Jp
x ⊂ Λ

f−Jp
x is

strict.

Definition 7. If there exists a bounded set B such that δfJp
({n ∈ N : xn /∈ B}) =

0, then x = (xn) is called f -Jp-statistical bounded sequence.

Theorem 10. If x = (xn) and y = (yn) are sequences in R such that

δfJp
({n ∈ N : xn ̸= yn}) = 0, then Λ

f−Jp
x = Λ

f−Jp
y and Γ

f−Jp
x = Γ

f−Jp
y .

Proof. Let α ∈ Λ
f−Jp
x . In this case there exists a set B ⊂ N such that

lim
n∈B

xn = α

where δfJp
(B) ̸= 0 and |B| is infinite. We get the set A = {n ∈ N : xn ̸= yn} for

which δfJp
(A) = 0. Now take the sequence (yn)n∈B\A, that convergence to α and

(yn)n∈B\A is f -Jp-nonthin subsequence of y. Indeed, if δfJp
(B\A) = 0, then

δfJp
(A ∪B) = δfJp

(A ∪ (B\A)) ≤ δfJp
(A) + δfJp

(B\A) = 0,
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but B ⊂ A∪B and B doesn’t have null f -Jp-density. Thus we get α ∈ Λ
f−Jp
y . The

other side of the equation can be shown in a similar way. Now take γ ∈ Γ
f−Jp
x . For

ε > 0, δfJp
({n ∈ N : |xn − γ| < ε}) ̸= 0. Consider the sets

Bε = {n ∈ N : |xn − γ| < ε} and Cε = {n ∈ N : |yn − γ| < ε}

for given ε > 0. We get Bε\A ⊆ Cε and so

δfJp
(Cε) ≥ δfJp

(Bε\A) ≥ δfJp
(Bε)− δfJp

(A) = δfJp
(Bε) ̸= 0.

Thus we get γ ∈ Γ
f−Jp
y . The other side of the equation can be shown similarly. □

From this theorem, the following result is obtained.

Corollary 2. Let x = (xn) be a f -Jp-statistical bounded real sequence. Then

Γ
f−Jp
x is bounded.
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