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Abstract. Let R = Fq + uFq + u2Fq, u
3 = 0 be a finite chain ring. In

this paper, we give the structure of constacyclic codes over R and obtain
self-orthogonal codes over Fq by using the Gray map from Rn to F3n

q .
As an application, we present a construction of quantum codes from the
codes obtained from this class.
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1 Introduction

Classical computers work by manipulating bits that exist in one of two states,
namely, 0 or 1. Quantum computers are not just limited to these two states,
they are encoded with quantum data in the two conditions of 0 and 1 as quan-
tum bits, or qubits, which can exist in superposition. That means, the qubits
are both 0 and 1 and all points in between, which are processed at the same
time, giving quantum computers the ability of performing many calculations at
once. Qubits represent atoms, ions, photons or electrons and their respective
control devices that are working together to act as computer memory and a
processor. Since quantum computers can contain these multiple states simulta-
neously, they have the potential to be millions of times more powerful than the
most powerful classical supercomputers. Quantum computers will make use of
qubits to encode quantum data and figure complex scientific issues utilizing the
resources unique to quantum computers, such as direct access to superposition
and entanglement. Using quantum computing, one can harness the magnificent
powers superposition and entanglement to tackle complicated issues that classi-
cal computer systems cannot practically do. The two properties of superposition
and entanglement together will empower qubits to process huge amounts of in-
formation at the same time and take care of complex issues. While traditional
classical computer systems would need to arrange and figure out each conceiv-
able arrangement, which may take a huge amount of time on a massive scale
problem, quantum computers can locate every single imaginable variation si-
multaneously utilizing superposition and entanglement and move through a lot
of information in an altogether limited quantity of time. As a quantum computer
has the potential to simulate things that a classical computer could not, quan-
tum computers outrun the classical computers in their ability to solve complex
problems, and the application of error-correcting codes in quantum computers
can be labelled as one of the pivotal reasons for this efficiency. Consequently, it
has become evident that quantum error-correcting codes can protect quantum
information investigations, and researches concerning quantum error-correcting
codes have seen a tremendous headway. During the last few years, research on
error-correcting codes has increased in both the public and private sectors. For
instance, in October 2019, Google AI, in partnership with the U.S. National
Aeronautics and Space Administration (NASA), claimed to be able to perform
a quantum computation that is infeasible on any classical computer.

Quantum error-correcting codes (QECCs) are based on the classical infor-
mation theory and quantum mechanics. They play an important role in quan-
tum computation and quantum secret communications, such as quantum signa-
ture schemes [15], quantum identities authentication schemes [4] and quantum
key distribution protocol [14]. Recently, it has become a hot topic of construct-
ing quantum error-correcting codes ([7], [10]) and quantum error-avoiding codes
[13]. The first quantum code was discovered by Shor [11]. Later, a construction
method called CSS construction of quantum codes from classical error-correcting
codes was given by Claderbank et al. [3]. Afterwards, many good quantum codes
have been constructed from classical error-correcting codes.
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The error-correcting codes over finite rings have richer algebraic structures
than those over finite fields. Therefore, the quantum coding theory over the finite
rings has received a lot of attention, recently. Many coding scholars have con-
structed new quantum codes with Euclidean and Hermitian orthogonality from
cyclic and constacyclic codes over finite rings such as ([5],[8],[6],[12]). Recently,
the structural properties of cyclic, constacyclic over the ring Fq+uFq+vFq+uvFq

have been studied. Ashraf et al. [2] constructed quantum codes over F5 from
cyclic codes over F5 + uF5 + vF5 + uvF5. Zheng et al. [18] studied some proper-
ties of Euclidean dual codes of constacyclic codes over Fp+uFp+vFp+uvFp. Ma
et al. [9] constructed some non-binary quantum codes from constacyclic codes
over Fp[u, v]/⟨u2 − 1, v2 − v, uv − vu⟩. But many of these studies are on the
non-chain rings. Motivated by that, in this paper, we study constacyclic codes
over the finite chain ring R and their application of quantum codes. The paper
is organized in the following way. The second section presents some basic defi-
nitions and theorems used in this study. In Sec. 3, we present the structure of
linear codes over R. In Sec. 4, we study algebraic structure of constacyclic codes
over R. Finally, as an application, we construct quantum codes via these codes
having Euclidean dual containing property.

2 Preliminaries

Let R = Fq + uFq + u2Fq, where p is a prime, q = pm and u3 = 0. The ring R
is isomorphic to the ring R = Zq[u]/⟨u3⟩ and R = {a + ub + u2c | a, b, c ∈ Fq}.
It can easily be seen that the ideal ⟨u⟩ is the unique maximal ideal of R, and
hence R is a finite chain ring. To know more about the ring R, we refer to Yao
et al. [16].

We know that every element of R can be expressed as a + ub + u2c, where
a, b, c ∈ Fq. Then we can extend the Gray map and the Lee weight given by Yao
et al. [16] as follows.

Φ: Rn → F3n
q

Φ(a+ ub+ u2c) = (a+ b, a+ c, a+ b+ c), (1)

where a, b, c ∈ Fn
q . The Lee weight is defined as the Hamming weight of the Gray

image

wL(a+ ub+ u2c) = wH(a+ b, a+ c, a+ b+ c), for a, b, c ∈ Fn
q .

The Lee weight of r = (x1, x2, . . . , xn) ∈ Rn is defined as the rational sum of the

Lee weight of its components, i.e. wL(r) =
n∑

i=1

wL(xi). It is easy to verify that Φ

is a linear map and it is also a distance preserving map from Rn(Lee distance)
to F3n

q (Hamming distance), and Φ(C) is a linear code over Fq for C is a linear
code over R.

A code of length n over R is a nonempty subset of Rn. A linear code C over
R of length n is an R-submodule of Rn. In this paper, all codes are assumed to
be linear, unless otherwise stated.
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In this paper, we always assume that α is a unit of R. A linear code C of
length n over R is said to be constacyclic, or specifically, α-constacyclic if C is
closed under the α-constacyclic shift:

ρα : Rn → Rn

defined by
ρα(a0, a1, . . . , an−1) = (αan−1, a0, . . . , an−2).

In particular, if α = 1, (respectively α = −1) then C is called a cyclic code
(respectively a negacyclic code). Each codeword c = (c0, c1, . . . , cn−1) ∈ C is
usually identified with its polynomial representation c(x) = c0 + c1x + · · · +
cn−1x

n−1. In this way, α−constacyclic code of length n over R can be viewed as
an ideal of the quotient ring R[x]/⟨xn − α⟩.

Let x = (x0, x1, . . . , xn−1), y = (y0, y1, . . . , yn−1) ∈ Rn. The Euclidean inner
product of x and y is defined as

x.y = x0y0 + x1y1, . . . , xn−1yn−1.

The Euclidean dual C⊥ of C is defined as

C⊥ = {x ∈ Rn | x.y = 0, for all y ∈ C}

A code C is called Euclidean dual-containing if C⊥ ⊆ C and Euclidean self-
orthogonal if C ⊆ C⊥.

3 Linear codes over R

Let R = Fq + uFq + u2Fq, where p is a prime, q = pm and u3 = 0. The ring R
is isomorphic to the ring R = Zq[u]/⟨u3⟩ and R = {a + ub + u2c : a, b, c ∈ Fq}.
It can easily be seen that the ideal ⟨u⟩ is the unique maximal ideal of R, and
hence R is a finite chain ring. To know more about the ring R, we refer to Yao
et al. [16].

C1 = {a+ b ∈ Fn
q | a+ ub+ u2c ∈ C for some c ∈ Fn

q }
C2 = {a+ c ∈ Fn

q | a+ ub+ u2c ∈ C for some b,∈ Fn
q }

C3 = {a+ b+ c ∈ Fn
q | a+ ub+ u2c ∈ C}.

(2)

Then C1, C2 and C3 are linear codes of length n over Fq and C can be uniquely
expressed as C = (1− u2)C1 ⊕ (1− u)C2 ⊕ (u2 + u− 1)C3.

Theorem 1. If C is a linear code of length n over R, then Φ(C) = C1⊗C2⊗C3

and |C| = |C1||C2||C3|.

Proof. Since C = (1 − u2)C1 ⊕ (1 − u)C2 ⊕ (u2 + u − 1)C3, where C1, C2, C3

are as defined above, we have |C| = |C1||C2||C3|. Let x ∈ Φ(C). Then there
exists (1 − u2)C1 ⊕ (1 − u)C2 ⊕ (u2 + u − 1)C3 ∈ C such that x = Φ((1 −
u2)C1 ⊕ (1− u)C2 ⊕ (u2 + u− 1)C3) = (a, b, c). Hence x ∈ C1 ⊗C2 ⊗C3, and so
Φ(C) ⊆ C1 ⊗ C2 ⊗ C3.
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Conversely, let (a, b, c) ∈ C1⊗C2⊗C3 then let x = (1−u2)C1⊕ (1−u)C2⊕
(u2 +u− 1)C3. Note that Φ(x) = (a, b, c), which implies (a, b, c) = Φ(x) ∈ Φ(C).
Hence, C1 ⊗ C2 ⊗ C3 ⊆ Φ(C), and C1 ⊗ C2 ⊗ C3 = Φ(C). Also, |Φ(C)| =
|C1 ⊗ C2 ⊗ C3| = |C1||C2||C3|.

For the second part, since Φ is a linear map, so Φ(C) is also a linear code.
Φ(C) is obviously a code of length 3n.

Corollary 1. If Φ(C) = C1 ⊗ C2 ⊗ C3, then C = (1 − u2)C1 ⊕ (1 − u)C2 ⊕
(u2 + u− 1)C3. It is easy to see that,

|C| = |C1||C2||C3| = q3n−(deg(g1(x))+deg(g2(x))+deg(g3(x))),

where g1(x), g2(x), g3(x) are generators of C1, C2 and C3, respectively.

Corollary 2. If G1, G2, G3 are generator matrices of C1, C2 and C3, respec-
tively then C has the generator matrix (1− u2)G1

(1− u)G2

(u2 + u− 1)G3


and dL(C) = min{dH(C1), dH(C2), dH(C2)}.

Proof. IfG1, G1, G1 are generator matrices of C1, C2, C3, respectively, then Φ(C) =
C1 ⊗ C2 ⊗ C3 has the generator matrixG1 0 0

0 G2 0
0 0 G3

 .

Therefore, by Theorem 1, C has the generator matrix (1− u2)G1

(1− u)G2

(u2 + u− 1)G3

 .

Further, Φ being distance preserving, dL(C) = dH(Φ(C)) = dH(C1⊗C2⊗C3) =
min{dH(C1), dH(C2), dH(C3)}.

Corollary 3. Suppose C = (1 − u2)C1 ⊕ (1 − u)C2 ⊕ (u2 + u − 1)C3 is a
linear code of length n over R where Cj is a [n, kj , dH(Cj)] linear code over Fq

for j = 1, 2, 3, then Φ(C) is a [3n, k1 + k2 + k3,min{dH(C1), dH(C2), dH(C3)}]
linear code over Fq.

Proof. Follows from Theorem 1 and Corollary 2.

Proposition 1. Let C be a code of length n over R. If C is self-orthogonal, so
is Φ(C).
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Proof. Let s = (s0, s2, . . . , sn−1) ∈ C and r = (r0, r2, . . . , rn−1) ∈ C⊥, where
si = ai + ubi + u2ci, ri = ei + ufi + u2gi ∈ R, for i = 0, 2, . . . , n − 1. Now by
Euclidean inner product of s and r, we have

s.r =

n−1∑
i=0

(ai + ubi + u2ci)(ei + ufi + u2gi),

that is, ae+u(af + be+ bf)+u2(ce+ag+ cg), since C is a self-orthogonal code,
C ⊆ C⊥ we find that ae = 0, af + be+ bf = 0 and ce+ ag + cg = 0.

On the other hand

Φ(s) = (a1 + b1, . . . , an + bn, a1 + c1, . . . , an + cn, c1 + b1 + a1, . . . , cn + bn + an),

Φ(r) = (e1 + f1, . . . , en + fn, e1 + g1, . . . , en + gn, g1 + f1 + e1, . . . , gn + fn + en).

Then Φ(s).Φ(r) = ae + (a + b)(e + f) + (a + c)(e + g) = 3ae + af + be + bf +
ce+ ag + cg = 0. Therefore, Φ(C⊥) ⊆ (Φ(C))⊥. Hence, Φ(C) is self-orthogonal.

4 Constacyclic codes over R

In this section we discuss some structural properties of (α1+uα2+u2α3)−constacyclic
codes over R by the decomposition method.

Lemma 1. An element α = α1 + uα2 + u2α3 ∈ R where αj ∈ Fq for j = 1, 2, 3
is unit in R if and only if α1 + α2, α1 + α3, α1 + α2 + α3 ∈ Fq are units in Fq.

Proof. Let α = α1+uα2+u2α3 ∈ R be a unit in R. Then there exists an element
β = β1 +uβ2 +u2β3 ∈ R such that αβ = 1. Therefore, α1β1 = 1, α1β2 +α2β1 =
0, α2β2+α3β1 = 0, which implies that α1+α2 ̸= 0, α1+α3 ̸= 0, α1+α2+α3 ̸= 0.
Conversely, let α1 + α2 ̸= 0, α1 + α3 ̸= 0, α1 + α2 + α3 ̸= 0. Let α−1 = (1 −
u2)(α1 + α2)

−1 + (1 − u)(α1 + α3)
−1 + (u2 + u − 1)(α1 + α2 + α3)

−1. Then
αα−1 = 1. Hence α = α1 + uα2 + u2α3 ∈ R is a unit.

We now discuss the direct sum decomposition of a (α1+uα2+u2α3)−constacyclic
code over R using the relation between units of R and Fq.

Theorem 2. A linear code C = (1 − u2)C1 ⊕ (1 − u)C2 ⊕ (u2 + u − 1)C3

is a (α1 + uα2 + u2α3)−constacyclic code of length n over R if and only if
C1, C2, C3 are (α1 + α2)−constacyclic code, (α1 + α3)−constacyclic code and
(α1 + α2 + α3)−constacyclic code of length n over Fq, respectively.

Proof. Let s = (s0, s1, . . . , sn−1) ∈ C where si = (1 − u2)ai + (1 − u)bi +
(u2 + u − 1)ci for i = 0, 1, . . . , n − 1. Consider a = (a0, a1, . . . , an−1), b =
(b0, b1, . . . , bn−1), c = (c0, c1, . . . , cn−1). Then a ∈ C1, b ∈ C2, c ∈ C3. Suppose
C1, C2 and C3 are (α1 + α2)−constacyclic code, (α1 + α3)−constacyclic code
and (α1 + α2 + α3)−constacyclic code of length n over Fq for j = 1, 2, 3. Then
ρα1+α2

(a) ∈ C1, ρα1+α3
(b) ∈ C2 and ρα1+α2+α3

(a) ∈ C3. Now,
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ρα1+uα2+u2α3
(s) = (1− u2)ρα1+α2

(a) + (1− u)ρα1+α3
(b)

+(u2 + u− 1)ρα1+α2+α3
(c) ∈ (1− u2)C1 + (1− u)C2 + (u2 + u− 1)C3 = C.

Therefore, C is a (α1 + uα2 + u2α3)−constacyclic code of length n over R.
Conversely, let C be a (α1+uα2+u2α3)−constacyclic code of length n over R. Let
a = (a0, a1, . . . , an−1) ∈ C1, b = (b0, b1, . . . , bn−1) ∈ C2, c = (c0, c1, . . . , cn−1) ∈
C3. Take si = (1− u2)ai +(1− u)bi +(u2 + u− 1)ci for i = 0, 1, . . . , n− 1. Then
s = (s0, s1, . . . , sn−1) ∈ C. Since C is a (α1+uα2+u2α3)−constacyclic code over
R, so ρα1+uα2+u2α3

(s) ∈ C, where ρα1+uα2+u2α3
(s) = (1− u2)ρα1+α2(a) + (1−

u)ρα1+α3(b)+(u2+u−1)ρα1+α2+α3(c). It follows that ρα1+α2(a) ∈ C1, ρα1+α3(b) ∈
C2 and ρα1+α2+α3

(a) ∈ C3. Consequently, C1, C2 and C3 are (α1+α2)−constacyclic
code, (α1+α3)−constacyclic code and (α1+α2+α3)−constacyclic code of length
n over Fq, respectively.

Theorem 3. Let C = (1 − u2)C1 + (1 − u)C2 + (u2 + u − 1)C3 be a (α1 +
uα2+u2α3)−constacyclic code of length n over R. Then there exists a polynomial
g(x) ∈ R[x] with g(x)|(xn − (α1 + uα2 + u2α3)) such that C = ⟨g(x)⟩, where

g(x) = (1− u2)g1(x) + (1− u)g2(x) + (u2 + u− 1)g3(x)

and g1(x), g2(x) and g3(x) are the generator polynomials of (α1+α2)−constacyclic
code C1, (α1 + α3)−constacyclic code C2 and (α1 + α2 + α3)−constacyclic code
C3, respectively.

Proof. Since C1, C2 and C3 are (α1 + α2)−constacyclic, (α1 + α3)−constacyclic
and (α1 + α2 + α3)−constacyclic codes of length n over Fq respectively, then
we can assume that the generator polynomials of C1, C2 and C3 are g1(x), g2(x)
and g3(x), respectively. Therefore,

(1− u2)g1(x) ∈ (1− u2)C1 ⊆ C,
(1− u)g2(x) ∈ (1− u)C2 ⊆ C and
(u2 + u− 1)g3(x) ∈ (u2 + u− 1)C3 ⊆ C,

Thus, (1 − u2)g1(x) + (1 − u)g2(x) + (u2 + u − 1)g3(x) ∈ C. On the other
hand, let f(x) ∈ C. Since, C = (1 − u2)C1 + (1 − u)C2 + (u2 + u − 1)C3,
then there exists s(x)g1(x) ∈ C1, u(x)g2(x) ∈ C2 and t(x)g3(x) ∈ C3 such that
f(x) = (1 − u2)s(x)g1(x) + (1 − u)u(x)g2(x) + (u2 + u − 1)t(x)g3(x), where
s(x), u(x), t(x) ∈ Fq[x]. Therefore, f(x) ∈ ⟨(1− u2)g1(x) + (1− u)g2(x) + (u2 +
u − 1)g3(x)⟩. Thus, C ⊆ ⟨(1 − u2)g1(x) + (1 − u)g2(x) + (u2 + u − 1)g3(x)⟩,
which implies that C = ⟨(1 − u2)g1(x) + (1 − u)g2(x) + (u2 + u − 1)g3(x)⟩.
According to the theory of constacyclic codes over finite field, we know that
g1(x)|(xn − (α1 + α2)), g2(x)|(xn − (α1 + α3)) and g3(x)|(xn − (α1 + α2 + α3)).
Therefore, for j = 1, 2, 3, there exist polynomials hj(x) ∈ Fq[x] such that

xn − (α1 + α2) = h1(x)g1(x)
xn − (α1 + α3) = h2(x)g2(x)
xn − (α1 + α2 + α3) = h3(x)g3(x),

which implies that xn−(α1+uα2+u2α3) = (1−u2)h1(x)g1(x)+(1−u)h2(x)g2(x)+
(u2 + u− 1)h3(x)g3(x) = [(1− u2)h1(x) + (1− u)h2(x) + (u2 + u− 1)h3(x)]g(x)
Therefore, g(x) is a divisor of xn − (α1 + uα2 + u2α3).
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According to the above Theorem, it is easy to get the following corollary and
omit the proof process here.

Corollary 4. Let C = (1− u2)C1 ⊕ (1− u)C2(u
2 + u− 1)C3 be a (α1 + uα2 +

u2α3)−constacyclic code of length n over R and g1(x), g2(x) and g3(x) be the
generator polynomials of C1, C2 and C3, respectively. Then

|C| = q3n−(deg(g1(x))+deg(g2(x))+deg(g3(x)))

Let h1(x) = xn−(α1+α2)
g1(x)

, h2(x) = xn−(α1+α3)
g2(x)

and h3(x) = xn−(α1+α2+α3)
g3(x)

. Let

h∗(x) = xdeg(h(x))h(x−1) be the reciprocal polynomial of h(x). We have the fol-
lowing result with regard to Euclidean inner.

Theorem 4. Let C = (1− u2)C1 ⊕ (1− u)C2(u
2 + u− 1)C3 be a (α1 + uα2 +

u2α3)−constacyclic code of length n over R. Then dual C⊥ = (1 − u2)C⊥
1 ⊕

(1−u)C⊥
2 +(u2+u− 1)C⊥

3 is a (α1+uα2+u2α3)
−1−constacyclic code over R,

where C1, C2 and C3 are (α1+α2)
−1−constacyclic, (α1+α3)

−1−constacyclic and
(α1 +α2 +α3)

−1−constacyclic codes of length n over Fq respectively. Moreover,

C⊥ = ⟨(1− u2)h∗
1(x) + (1− u)h∗

2(x) + (u2 + u− 1)h∗
3(x)⟩,

where, h∗
j (x) is reciprocal polynomials of hj(x) for j = 1, 2, 3.

Proof. From Proposition 6 of [1] we have C⊥ is (α1+uα2+u2α3)
−1−constacyclic

code over R. Now, α1 + uα2 + u2α3 = (1 − u2)(α1 + α2) + (1 − u)(α1 + α3) +
(u2 + u− 1)(α1 +α2 +α3), it follow that, (α1 + uα2 + u2α3)

−1 = (1− u2)(α1 +
α2)

−1+(1−u)(α1+α3)
−1+(u2+u−1)(α1+α2+α3)

−1, Then , by Theorem 2,
we have C1, C2 and C3 are (α1 +α2)

−1−constacyclic, (α1 +α3)
−1−constacyclic

and (α1 + α2 + α3)
−1−constacyclic codes of length n over Fq respectively.

5 Quantum from constacyclic codes over R

Quantum error-correction has an important role in quantum computing and
quantum commutation. In stabilizer theory, quantum error-correction takes clas-
sical binary or quaternary codes as quantum error-correcting code satisfying the
dual containing property. CSS codes are a special type of Stablizer codes con-
structed from classical codes with some conditions. This CSS construction is an
important tool in quantum error-correction, named after Robert Calberbank,
Peter Shor and Andrew Steane. The CSS construction gives us required tools to
construct quantum error-correcting codes from linear codes.

In this section, we present the construction method quantum codes from α1+
uα2 +u2α3−constacyclic codes over R bases on the following CSS construction.

Lemma 2. [3] Let C be an [n, k, d] linear code over Fq. If C
⊥ ⊆ C, then an

[[n, 2k − n,≥ d]]q quantum code can be obtained.
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Lemma 3. [3] Let C be a κ−constacyclic code with generator polynomial g(x)
over Fq. Then C contains its dual code if and only if

xn − κ ≡ 0( mod g(x)g∗(x)),

where g∗(x) is the reciprocal polynomial of g(x) and κ = {−1, 1}.

According to the above results, we give a necessary and sufficient condition
for the existence of Euclidean dual-containing constacyclic codes C of length n
over R.

Theorem 5. Let C = ⟨(1 − u2)g1(x) + (1 − u)g2(x) + (u2 + u − 1)g3(x)⟩ be
a (α1 + uα2 + u2α3)−constacyclic code of length n over R, where λj ∈ {−1, 1}.
Then C⊥ ⊆ C if and only if

xn − λj = 0( mod gj(x)g
∗
j (x)),

where g∗j (x) are the reciprocal polynomials of gj(x) respectively for j = 1, 2, 3.

Proof. Let C = (1− u2)C1 + (1− u)C2 + (u2 + u− 1)C3 = ⟨(1− u2)g1(x) + (1−
u)g2(x)+ (u2+u− 1)g3(x)⟩ be a (α1+uα2+u2α3)−constacyclic code of length
n over R, where C1 = ⟨g1(x)⟩, C2 = ⟨g2(x)⟩ and C3 = ⟨g3(x)⟩. If

xn − αj ≡ 0( mod gj(x)g
∗
j (x)),

then C⊥
j ⊆ Cj for j = 1, 2, 3, which imply that (1 − u2)C⊥

1 ⊆ (1 − u2)C1, (1 −
u)C⊥

2 ⊆ (1−u)C2 and (u2+u−1)C⊥
3 ⊆ (u2+u−1)C3 for j = 1, 2, 3. This implies

(1−u2)C⊥
1 +(1−u)C⊥

2 +(u2+u−1)C⊥
3 ⊆ (1−u2)C1+(1−u)C2+(u2+u−1)C3.

Therefore, C⊥ ⊆ C.

Conversely, assume that C⊥ ⊆ C, then (1− u2)C⊥
1 + (1− u)C⊥

2 + (u2 + u−
1)C⊥

3 ⊆ (1− u2)C1 + (1− u)C2 + (u2 + u− 1)C3. Therefore,

⟨(1−u2)h∗
1(x)+(1−u)h∗

2(x)+(u2+u−1)h∗
3(x)⟩ ⊆ ⟨(1−u2)g1(x)+(1−u)g2(x)+(u2+u−1)g3(x)⟩.

By thinking mod (1− u2), mod (1− u) and mod (u2 + u− 1), respectively
we find C⊥

j ⊆ Cj for j = 1, 2, 3. Therefore, xn − λj ≡ 0( mod gj(x)g
∗
j (x)), j =

1, 2, 3.

Using Lemmas 2, 3 and Theorem 5, we can construct quantum codes as
follows:

Theorem 6. Let C = (1 − u2)C1 + (1 − u)C2 + (u2 + u − 1)C3 be a (α1 +
uα2 + u2α3)−constacyclic code of length n over R. If C⊥ ⊆ C, then there exists
a quantum error-correcting code with parameters [[4n, 2k− 3n ≥ dL]]q, where dL
is the minimum Lee weight of the code C and k is the dimension of the code
Φ(C).
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6 Conclusion

In this paper, we have given the structure of constacyclic codes over Fq + uFq +
u2Fq, with u3 = 0. To obtain quantum codes from constacyclic codes over this
ring. We have established a method to obtain self-orthogonal codes over Fq as
the Gray images of constacyclic codes over the ring Fq + uFq + u2Fq.

For further work, it would be interesting to construct quantum codes from
constacyclic codes over the chain ring Fq + uFq + u2Fq + · · ·+ ukFq with uk = 0
and obtain the good codes.
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