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Abstract 

Skin cancer is caused by the uncontrolled proliferation of cells on the skin surface due to damaged 

DNA structures of them and is among the most common cancer types in the world. If malignant 

skin cancer is not detected early, it can result in death. For this reason, early and high accuracy 

detection of skin cancer is important in terms of increasing the chance of survival of patients. In 

this study, ResNet101 architecture, which is one of the deep residual learning models, is 

suggested for the detection of malignant skin cancer from dermoscopy images. ResNet is a short 

name for a residual network. The model was trained and tested on a dataset of 3297 dermoscopic 

images from the ISIC 2017 archive.  This archive was published by the International Skin Imaging 

Collaboration (ISIC) as a dataset of dermoscopy images. As a result of 10 experiments, average 

90,67% and maximum 91,36% accuracy values were reached. In this study, a better performance 

was obtained compared to previous studies using the same dataset in the literature. In conclusion, 

the proposed approach has promise in the field of medicine and can help dermatologists diagnose 

skin cancer.  

Keywords: skin cancer; classification; deep residual learning; pattern recognition; machine 

learning 

 

1. Introduction 

Skin cancers, also called tumoral skin lesions, occur due to abnormal proliferation of 

cells on the skin. One of the most important reasons for this is that the skin is more 

exposed to ultraviolet rays due to the thinning of the ozone layer [1]. Squamous cell 

carcinoma, basal cell carcinoma, and melanoma are a few types of skin cancer. The 

most common of these is basal cell carcinoma, followed by squamous cell carcinoma. 

The most dangerous skin cancer is melanoma, although it is not very common, its 

lethality is higher than other cancer types [2].  

It is difficult to detect skin cancers because of differences in skin textures [2]. Clinically, 

skin cancers are detected using the ABCDE technique. Here, A, B, C, D and E denote 

the asymmetry, border, color, diameter and enlargement of the lesion, respectively. With 
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this technique, the diagnosis is made using the naked eye. However, since most skin 

cancers look alike, they are more likely to make mistakes. Another method is the surgical 

removal of the tissue, also called biopsy, and its pathological examination. With this 

method, definitive diagnosis is made, but this is also a time-consuming process [3]. For 

this reason, dermatologists often use the dermoscopy technique to detect skin lesions. 

With this technique, a magnified image is obtained by using a special magnification tool 

in order to examine the lesion area on the skin in more detail. These images are 

examined manually by dermatologists to determine whether there is cancer or not. The 

accuracy of the detection depends on the dermatologist's experience [4]. Since this 

application has a high risk of error and is time consuming, studies have been started with 

machine learning techniques in recent years to help experts in detecting skin cancer 

faster and with higher accuracy. In particular, deep learning techniques have been used 

quite frequently in the field of medicine in recent years, as their success in various fields 

has been proven.  

There are many studies in the literature on the detection of skin cancer, the multiple 

classification of cancer types [3,5,6], and also the binary classification as benign and 

malignant [7-16]. Various datasets have been brought to the literature to be used in these 

studies. The most widely used dataset is [17] compiled from the ISIC archive. ISIC is an 

organization working with academia and industry to facilitate the application of digital 

skin imaging to help reduce melanoma mortality. Nadipineni [3] used deep learning 

models to classify eight types of skin cancer identified in the ISIC 2019 archive and 

achieved a maximum accuracy of 88,6%. A similar study was carried out by Kassem et 

al. [5], and a success of 94,92% was achieved for eight classes with the GoogleNet 

model. Sun et al. [6] left one class out of the ISIC 2019 dataset and classified seven 

types of skin cancer with their EfficientNet models with 89,5% success.  

Skin cancer types can be grouped as benign and malignant. Melanoma is one of the 

malignant cancers. If melanoma is detected early, the chance of cancer spreading to 

surrounding tissues and resulting in death is reduced. For this reason, studies in the 

literature have focused on determining whether skin cancer is malignant or not. Among 

them, Nusraddinov [7] trained the InceptionV3 transfer learning model for binary 

classification on 2750 dermoscopic images taken from the ISIC 2017 archive and 

achieved 70% success as a result of the tests he made. There are also studies that apply 

different deep learning models in the detection of benign and malignant cancers using 

ISIC archive images [8-10].  

In the literature, there are also studies [11-13] using the HAM10000 dataset [18] 

compiled from the ISIC 2018 archive. In this dataset, there are a total of 10015 

dermoscopic images, of which 1954 are malignant and 8061 are benign. Ergun and Kılıç 

[11] used AlexNet, DenseNet12, ResNet18, ResNet34, SqueezeNet and VGG16 models 

for classification. In their tests with augmented data, they obtained the best performance 

from the ResNet34 model with an accuracy of 87,5%. Öztürk and İçer [12] obtained an 

accuracy value of 77,8% on the preprocessed dataset using feedforward neural 

networks. Ameri [13] using the Alexnet model has achieved 84% classification 

performance on the HAM10000 dataset.  
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Another dataset consisting of 3297 dermoscopic images compiled from the ISIC archive 

was used in the studies in [14-16]. Demir [14] obtained an accuracy of 88,35% by using 

MobileNetv2 and Support Vector Machines for feature extraction and classification, 

respectively. Farooq et al. [15] preprocessed on the same dataset and increased the 

performance of classifying benign and malignant skin cancer to 86% with the Inception 

model. In the study conducted by Soylu and Demir in 2021 [16], the performance reached 

89,89% by using the Darknet-19 model.  

In this study, the detection of benign and malignant skin cancer from dermoscopic 

images was made with the modified ResNet101 model from deep residual networks. The 

proposed model is trained and tested on the dataset used in [14-16] to evaluate its 

performance. The study has a novelty in terms of using the ResNet101 model modified 

by adding different layers to the end. The contribution of the study to the literature can 

be explained as follows: Benign and malignant skin cancers were classified with a 

maximum accuracy of 91.36%, and this result is better than the study performances 

using the same dataset in the literature. The study shows promise in helping experts 

decide on the classification of skin cancers.  

2. Materials and Methods 

2.1. Dataset 

In this study, a two-class Kaggle skin cancer dataset [17] consisting of 3297 dermoscopic 

images compiled from the ISIC archive was used as a dataset. The dataset contains 

1800 and 1497 dermoscopic images, benign and malignant, respectively. Each image is 

in jpeg format and has a pixel size of 224×224. In addition, the dataset is presented on 

Kaggle by creating training and test sets at a rate of 80% and 20%, respectively, and, 

used in this study as presented in order to make a meaningful comparison with previous 

studies using the same dataset. Sample dermoscopic images of benign and malignant 

skin cancer in the dataset are shown in Figure 1. 

 

Figure 1. Sample dermoscopy images of both classes in the Kaggle skin cancer 

dataset compiled from the ISIC archive a) benign b) malignant. 
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2.2. Deep Learning 

Deep learning is one of the machine learning techniques and has been used frequently 

in recent years due to its high performance in various fields. Convolutional neural 

networks (CNN), a kind of neural network, are used in deep learning. The concept of 

convolution was first defined by LeCun et al. [20]. The two-dimensional convolution 

operation consists of multiplying the pixel values of two matrices with the same indices 

and then adding these products [21]. Networks that use the convolution process are 

called CNNs. CNNs are frequently used in medicine and many fields such as image 

classification and segmentation, audio, text and video processing. CNNs consist of 

several layers as briefly outlined below: 

• Input layer: In this layer, data is given as input to the network. 

• Convolution layer: It is the layer where the filter matrix and the image matrix are 

convoluted and the feature map is obtained at the output. 

• Rectified linear unit (ReLU) layer: It is the layer that transforms the linear output 

of the previous layer into a non-linear structure using an activation function. 

• Pooling layer: It is the layer used to reduce the size of the feature map given as 

input to the next layer. 

• Flattening layer: It is the layer where the two-dimensional feature map is 

converted to a one-dimensional vector. 

• Fully connected layer: It is the layer where the classes of the images are 

determined by labeling them. 

2.3. Modified ResNet101 Architecture  

Deep Residual Networks, or ResNet for short, is an improved form of CNN. The ResNet 

approach seeks to address CNN networks' degradation issue. The degradation issue 

appears as deep neural networks start to converge.  The efficiency hits saturation as the 

network's layer count rises, but after that it tends to decrease rapidly [22]. ResNet adds 

short-cut links between layers to overcome this issue. It can be said that ResNet employs 

the jump link (short-cut link) concept. Short-cut links skip one or more layers. The 

convolution layers are cascaded but at the same time add the original input to the output 

of the convolution block. Short-cut links do not add extra parameters or computational 

complexity to the network [22]. However, bottleneck blocks are used to speed up training 

in ResNet architecture. ResNet101 is a network of 101 layers trained on the ImageNet 

dataset; and it uses convolution layers as Conv(1×1), Conv(3×3) and Conv(1×1). 

In this study, the ResNet101 model was modified and used in order to increase the 

performance. The weights in the first eight layers of the 101-layer model are frozen and 

the remaining layers are arranged as trainable. In addition, two convolution layers 

consisting of 64 filters with the size of 3×3 were added to the end of the model, followed 
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by a pooling layer of 2×2 and two fully connected layers consisting of 4096 nodes. Two-

node Softmax layer is added to the end of the model for classification purposes. 

Modifications to the ResNet101 model were made by trial and error in order to obtain 

high-level features. After various trials, a modified model with better classification 

performance than the original Resnet101 model was obtained. The block diagram of the 

model used is shown in Figure 2. While the layers on the left of Figure 2 show the original 

ResNet101 architecture, the layers added to the end of the model and shown on the right 

represent the change made in the model. Also, the pseudocode of the training, testing 

and evaluation stages of the modified ResNet101odel is shown in Figure 3. 

 

Figure 2. Modified ResNet101 architecture. 
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Figure 3. Pseudocode for training and test stages of the modified ResNet101 model 

3. Experimental Results and Discussion 

In this study, to classify benign and malignant skin cancer, ResNet-based models 
(ResNet50, ResNet50V2, ResNet101, ResNet101V2, ResNet152, ResNet152V2) were 
trained and tested with 2637 and 660 dermoscopic images, respectively. The focus is on 
this model, as the best results were obtained with ResNet101. The experimental results 
were compared with the actual results determined by the experts in terms of accuracy, 
sensitivity, precision and f1-score. Equations for the metrics used to evaluate the 
performance of the model are shown in Equations 1, 2, 3 and 4. 

 
  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
 

 

1 

 
  𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

2 

 
  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

3 

 
  𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

4 

Here, TP, TN, FP and FN are used instead of true positive, true negative, false positive 

and false negative, respectively. The accuracy value is widely used in the evaluation of 

classification performance. However, other metrics have also been calculated because 

they are of great importance in medical applications. In the training of ResNet models, 
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ReLU as activation function, Adam as optimization algorithm with a learning rate of 

0.0001 were used due to their success in the applications in the literature. The batch size 

was determined as 32 and the epoch value was used as 50, since there was not much 

change in the accuracy value for more epoch values. A computer equipped with an AMD 

Ryzen 9 5900HX processor and a 16 GB Nvidia GeForce RTX3080 graphics card with 

32 GB DDRAM was used to perform the experiments. The proposed models are trained 

and tested in Python using Keras and Tensorflow libraries. Experiments for the 

evaluation of the models were repeated 10 times, the results of the experiments are 

shown in Table 1. Accordingly, the best performance was obtained with the ResNet101 

model as an average of 90,67% and a maximum of 91,36%. The confusion matrix for 

the best performing experiment is shown in Figure 4. 

Initially, the original ResNet101 model was used and 88,94% classification success was 

achieved. In order to increase the performance, the ResNet101 model was modified and 

according to the results of the experiment, it was seen that the performance increased 

to 91,36%. 

Table 1. Performance results of ResNet models. 

Residual Learning Models Maximum Accuracy (%) Average Accuracy (%) 

ResNet50 89,70 87,35 

ResNet0V2 86,67 86,00 

ResNet101 91,36 90,67 

ResNet101V2 87,58 86,90 

ResNet152 88,79 87,71 

 

 

 

Figure 4. Confusion matrix related to modified ResNet101 model. The rows show the 

actual classes and the columns show the classes predicted by the model. 



Detection of Benign and Malignant Skin Cancer from Dermoscopic Images  17 

using Modified Deep Residual Learning Model  

  Artificial Intelligence Theory and Applications, Vol. 2, No. 2 

The results of the modified ResNet101 model used in the classification of benign and 

malignant skin cancer in the study were compared with the results of other studies using 

the same dataset in the literature. The comparison result is presented in Table 2. Looking 

at the Table 2, it is seen that other studies also use deep transfer learning models; and 

the proposed model has a superior classification performance than other models. 

Table 2. Comparison table related to studies using the same dataset. 

Method Accuracy Sensitivity Precision F1-score 

MobileNetV2+SVM [14] 88,35 0,88 0,90 0,87 

InceptionV3 [15] 86,00 0,89 0,80 0,84 

DarkNet19 [16] 89,89 n.i. n.i. n.i. 

Modified ResNet101 91,36 0,91 0,91 0,91 

    n.i.: No information 

4. Conclusion 

Skin cancer is among the most common cancers in the world. Melanoma, which is one 

of the malignant types, is the most lethal, although it is very rare. However, when 

diagnosed early, the survival rate is around 90%. Therefore, early detection of malignant 

types of skin cancer and initiation of appropriate treatment will increase the chances of 

survival of patients. 

In this study, dermoscopic images of benign and malignant skin cancers were classified 

using the modified ResNet101 model from deep residual networks. When the original 

ResNet101 model was used, 88,94% success was achieved. In order to increase the 

performance, the model has been modified as indicated in Figure 2 and the classification 

performance has increased to 91,36%. The classification performance obtained in the 

proposed study is higher than that of the studies using the same dataset in the literature. 

This is promising in that the proposed model will assist professionals in medical decision 

making. 

In future studies, it is planned to increase the performance by further developing the 

model. Deep learning gives very good results in image classification, but the training 

process takes a long time. For this reason, in future studies, efforts will be made to 

achieve high performance in shorter times. It will also be attempted to generalize the 

model to classify different medical data. 
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