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Abstract

This paper aims to develop a numerical approximation for the solution of the advection-di�usion equation
with constant and variable coe�cients. We propose a numerical solution for the equation associated with
Robin's mixed boundary conditions perturbed with a small parameter ε. The approximation is based on a
couple of methods: A spectral method of Galerkin type with a basis composed from Legendre-polynomials and
a Gauss quadrature of type Gauss-Lobatto applied for integral calculations with a stability and convergence
analysis. In addition, a Crank-Nicolson scheme is used for temporal solution as a �nite di�erence method.
Several numerical examples are discussed to show the e�ciency of the proposed numerical method, specially
when ε tends to zero so that we obtain the exact solution of the classic problem with homogeneous Dirichlet
boundary conditions. The numerical convergence is well presented in di�erent examples. Therefore, we build
an e�cient numerical method for di�erent types of partial di�erential equations with di�erent boundary
conditions.
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1. Introduction

The advection and di�usion are two processes of signi�cant importance in the real world applications.
They describe a physical phenomena where the transport of particles such as mass, energy, heat, humidity,
pollutant, etc. The Advection-Di�usion equation has several engineering applications such as the heat
transfer, water transfer in soils, chemical engineering, biosciences, velocity, vorticity, dispersion of tracers
in porous media, etc [1, 2, 3, 4]. This equation is used to describe the transport of air and groundwater
pollutants, the contaminant or pollutant concentration distribution behaviour through air, rivers, lakes and
porous medium like aquifer. In this study, we consider a model of advection-di�usion equation in the form

∂u

∂t
(t, x) + a(x)

∂u

∂x
(t, x)− b(x)

∂2u

∂x2
(t, x) = f(t, x), (1)

where x ∈ [−1, 1], t > 0 and the coe�cients of advection and di�usion are a(x) and b(x), respectively, and
de�ned in C1([−1, 1]). The initial condition is u(0, x) = g(x) and boundary conditions are of type Robin
perturbed with a parameter ε > 0 such that

u(t,−1)− ε
∂u

∂x
(t,−1) = 0,

u(t, 1) + ε
∂u

∂x
(t, 1) = 0.

This equation has been solved using many numerical methods specially when the boundary conditions are
from Dirichlet or Neumann types, conditions of Robin type which consider a linear combination between
the function and its derivative, are used to modelise important and vital problems of chemical engineering
and heat transfer. Mojtabi and Deville [5] considered the time dependent one-dimensional linear advection-
di�usion equation with Dirichlet homogeneous boundary conditions. They observed that when the advection
becomes dominant, the analytical solution becomes ill-behaved and harder to evaluate.
The numerical simulation became very useful, easier and more e�cient in time and results specially for time-
dependent problems. Hutomo et al. [6] studied the numerical solution of the advection-di�usion equation
with variable coe�cient. The obtained results from the Du-Fort Frankel method for the 2-D advection-
di�usion equation have agreement with that of the analytical solution. Abdelhamid et al. [7, 8], solved
the heat conduction problem using the continuous linear �nite element method and applied the backward
di�erence scheme in the time discretization. Abdelhamid et al. [9] used the mixed �nite element technique
to solve the forward problem of elasticity with using the Galerkin method and the weighted residual method
is applied to the linear elasticity problem. Ma et al. [10] applied the Chebyshev�Galerkin and Chebyshev
collocation methods to solve the two-dimensional Helmholtz model equation. Balyan et al. [11] presented a
pseudospectral method to solve Fisher's equation in 1D and 2D using Chebyshev-Gauss-Lobatto points and
collocation in the spatial and the temporal directions.
In this paper, we propose a spectral method to approximate the solution of the advection-di�usion equation
with Robin's boundary conditions. The approximation is based on using a special basis consisting of a certain
linear combination of Legendre polynomials that satisfy boundary conditions [12, 13, 14]. Spectral methods
use basically orthogonal polynomials (Legendre, Chebyshev, . . . ) [15, 16], this relation is one from advantages
of Sturm-Liouville problems [17, 18]. In fact, spectral approximation of the solution of an evolution problem
is regarded as a �nite expansion of eigenfunctions of a suitable Sturm-Liouville problem and since the most
common eigenfunctions are polynomials we choose orthognal once for their several properties depending on
the interval of study [−1, 1], (see [12, 19]). The importance of this kind of eigenfunctions problems is to
guarantee spectral accuracy comparing to �nite di�erences and �nite elements methods [10, 13, 14]. To get
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the best results from spectral method, specially when calculating integrals, we introduce a Gauss-Quadrature
method using Legendre-Gauss-Lobatto nodes and their correponging weights. Due to their high accuracy,
Gauss formulas play fundamental role in the theoretical analysis of spectral methods. The possibility of
integrating polynomials just by knowing their values at M points will be widely used, in addition, the fact
that the points x = −1 and x = 1 are included in the nodes is very important for imposed boundary
conditions [17, 19]. Analytical results in the form of stability and convergence theorems are also derived in
this study to investigate and reinforce the property of spectral accuracy [11, 20]. Moreover the temporal
solution of the problem is established using a Crank-Nicolson scheme with an appropriate temporal step
[21]. In this study, we seek for taking the advantage of Legendre polynomials, Gauss-quadratures to apply
Galerkin and Crank-Nicolson methods, so we obtain the best approximate solution of the advection-di�usion
problem.

2. Preliminaries

Let I = [−1, 1], L2(I) is the space of measurable function v on I such that ∥v∥ < +∞. The scalar
product and the L2 norm are respectively de�ned by

⟨u, v⟩ = (u, v)L2 =

∫
I
u(x)v(x) dx ; ∥v∥2L2 = (v, v)L2 .

For every positive m, the Sobolev space is de�ned by

Hm(I) =

{
v ;

∂kv

∂xk
∈ L2(I), 0 ≤ k ≤ m

}
,

and the standard semi-norm and norm are

|v|L2(I) =

∥∥∥∥∂v∂x
∥∥∥∥
L2(I)

, ∥v∥Hm =
m∑
k=0

∥∥∥∥∂kv∂xk

∥∥∥∥
L2(I)

.

We denote by PN the space of polynomials of degree less than or equal to N . Let LN (x), x ∈ I be the
standard Legendre polynomial of degree N . The family of Legendre polynomials {Lk(x)}k∈N constitutes a
Hilbert basis of L2(I) and they are solutions of the following di�erential Legendre equation [17, 18](

1− x2
)
L

′′
N (x)− 2xL

′
N (x) +N (N + 1)LN (x) = 0, N ≥ 0.

They satisfy the recurrence relation

(1− x2)L′
N (x) = −NxLN (x) +NLN−1(x),

and the Rodrigues formula

LN (x) =
(−1)N

2NN !

dN

dxN
(1− x2)N .

The polynomial LN (x) is of degree N, for all N ∈ N and the coe�cient of its highest degree term is
(2N)!

2N (N !)2
.

They also satisfy the relation of orthogonality relative to the weight w(x) = 1 in [−1, 1]

∀N ̸=M ∈ N,
∫ 1

−1
LN (x)LM (x) dx = 0 and

∫ 1

−1
L2
N (x) dx =

2

2N + 1
.

The �rst Legendre polynomials are given by

L0(x) = 1, L1(x) = x, L2(x) = (3x2 − 1)/2,

L3(x) = (5x3 − 3x)/2, L4(x) = (35x4 − 30x2 + 3)/8.

In particulary, we have
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� LN (1) = 1, LN (−x) = (−1)N LN (x), LN (−1) = (−1)N .

� L′
N (1) = N(N+1)

2 , L′
N (−1) = N(N+1)

2 (−1)N+1.

We give also some other properties of Legendre polynomials

� ∀x ∈ I, |LN (x)| ⩽ 1,

� ∀x ∈ I, |L′
N (x)| ⩽ N(N+1)

2 ,

� (N + 1) LN+1(x) = (2N + 1)x LN (x)−N LN−1(x).

3. The model problem

Consider the following problem
∂u

∂t
(t, x) + a(x)

∂u

∂x
(t, x)− b(x)

∂2u

∂x2
(t, x) = f(t, x), −1 < x < 1, t > 0,

u(t,−1)− ε
∂u

∂x
(t,−1) = 0, t > 0,

u(t, 1) + ε
∂u

∂x
(t, 1) = 0, t > 0,

(2)

where ε is a small parameter in (0, 1] and u(0, x) = g(x) is a given initial condition. We focus on the case where
the advection and di�usion coe�cients are de�ned functions in C1(I). Let a(x) ≥ 0 and b(x) > 0, ∀x ∈ I.
Multiplying the equation of problem (2) by w which depends only on x, and integrating by parts, we obtain∫ 1

−1

∂u

∂t
w(x) dx+

∫ 1

−1
b(x)

∂u

∂x

dw

dx
dx+

∫ 1

−1

(
a(x) + b′(x)

) ∂u

∂x
(t, x)w(x) dx

=

∫ 1

−1
f(t, x)w(x) dx+

[
b(x)

∂u

∂x
(x)w(x)

]1
−1

.

(3)

The boundary conditions give

∂u

∂x
(−1) =

u(−1)

ε
,

∂u

∂x
(1) = −u(1)

ε
.

Hence the weak formulation of the problem (2) is{
Find u(t) ∈ H1(I), such that

d

dt
⟨u(t), w⟩+ r(u(t), w) = ⟨f(t), w⟩

(4)

with an initial condition u(0, x) = g(x) and where

r(u(t), w) =

∫ 1

−1
b(x)

∂u

∂x
(t, x)

dw

dx
(x) dx+

∫ 1

−1
(a(x) + b′(x))

∂u

∂x
(t, x)w(x) dx

+
1

ε
(b(1)u(t, 1)w(1) + b(−1)u(t,−1)w(−1)) .

(5)

Theorem 3.1. Let T > 0 be a �nal time and an initial data g ∈ L2(I).
The following problem with the bilinear form r(u(t), w) de�ned in (5){

d

dt
⟨u(t), w⟩+ r(u(t), w) = ⟨f(t), w⟩, ∀w ∈ H1(I), 0 < t < T,

u(t = 0) = g(x),
(6)

has a unique solution u ∈ L2(]0, T [;H1(I)) ∩ C([0, T ];L2(I)).
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Proof. The idea of this proof is in [21].
It is clear that r(·, ·) is a symmetric bilinear form. So, we prove the continuity and coercivity to ensure
the existence and the uniqueness of the solution. The continuity is ensured by using the Cauchy-Schwarz
inequality and the fact that

| u(±1) | ≤ sup | u(x) | = ∥u∥L∞(I), ∀x ∈ I.

So, we obtain
∃ δ > 0, ∀ u(t), w ∈ H1(I) ∥r(u(t), w)∥ ≤ δ ∥u(t)∥H1(I) ∥w∥H1(I) ,

such that δ =

(
(1 +

2

ε
)B+ +A+ +B′

+

)
, where for all x ∈ I, we have

A+ = max a(x) ≥ 0, B+ = max b(x) > 0, B′
+ = max |b′(x)|.

The weak coercivity is also ensured, we have

r(u(t), u(t)) +
A−
2

∥u∥2L2(I) ≥ B−

∥∥∥∥∂u∂x
∥∥∥∥2
L2(I)

+
B′

−
2

(u2(1)− u2(−1)).

So, we obtain the existence of M = min(B−, 1) and η =

(
A− +B′

−
2

+ 1

)
, where for all x ∈ I, we have

A− = min a(x) ≥ 0, B− = min b(x) > 0, B′
− = min |b′(x)|.

Then
r (u(t), u(t)) + η ∥u(t)∥2L2(I) ≥M ∥u(t)∥2H1(I), ∀u(t) ∈ H1(I).

Hence, the existence and the uniqueness of the solution of the problem (4) is proved.

4. Construction of numerical approximation

4.1. Spatial Discretization

We de�ne WN ⊂ H1(I) as

WN = {w ∈ PN such that w(−1)− εw′(−1) = 0 and w(1) + εw′(1) = 0}.

The Legendre spectral scheme for (4) is{
Find uN (t) ∈WN , such that
d

dt
⟨uN (t), wN ⟩+ r(uN (t), wN ) = ⟨f(t), wN ⟩, ∀ wN ∈WN .

(7)

We choose as a basis of WN a family of polynomials constructed from orthogonal Legendre polynomials
de�ned by [22, 23]

ψk(x) = γk (Lk(x) + αk Lk+1(x) + βk Lk+2(x)), k = 0, . . . , N − 2, (8)

where αk, βk, and γk are coe�cients determined when {ψk} verify the boundary conditions of the problem
(2) and ∥ψk(x)∥ = 1, (see [14, 22]). By a simple calculation and using the properties of Legendre polynomials
we obtain for ε > 0 and k = 0, . . . , N − 2

αk = 0, βk = − 1 + ε k (k + 1)/2

1 + ε (k + 2) (k + 3)/2
,

γk =

(
2

2 k + 1
+ β2k

2

2 k + 5

)−1/2

.

(9)
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We denote the approximate solution by uN (t, x) de�ned as

uN (t, x) =

N−2∑
k=0

uk(t) ψk(x). (10)

By substituting (10) in (7), we obtain the following scheme

d

dt

N−2∑
k=0

uk(t) ⟨ψk, ψj⟩+
N−2∑
k=0

uk(t) r(ψk, ψj) = ⟨f(t), ψj⟩, ∀j = 0, . . . , N − 2,

such that

⟨ψk, ψj⟩ =
∫ 1

−1
ψk(x) ψj(x) dx,

r(ψk, ψj) =

∫ 1

−1
b(x) ψ′

k(x) ψ
′
j(x) dx+

∫ 1

−1
(a(x) + b′(x)) ψ′

k(x) φj(x) dx,

+
1

ε
(b(1) ψk(1) ψj(1) + b(−1) ψk(−1) ψj(−1)) ,

⟨f(t), ψj⟩ =
∫ 1

−1
f(t, x) ψj(x) dx.

To approximate this calculations and guarantee spectral accuracy, we use an integration formula of type
Gauss-Lobatto based on Legendre-Gauss-Lobatto (LGL) nodes with their corresponding weights [17, 18,
19], characterized by the following formula for p polynomial of N degree, ηi the LGL nodes and wi the
corresponding weights. ∫ 1

−1
pw dx =

N∑
i=0

p(η
(N)
i )w

(N)
i .

We obtain the matrix form (11) for U(t) = (u0, u1, . . . , uN−2)
T

d

dt
AU(t) +BU(t) = C(t), (11)

such that A and B are (N − 1)× (N − 1) matrices

Ak,j = [⟨ψk, ψj⟩]0≤ k, j ≤N−2 , Bk,j = [r(ψk, ψj)]0≤ k, j ≤N−2 ,

C(t) = (C0, . . . , CN−2)
T where Cj = ⟨f(t), ψj⟩ for j = 0, . . . , N − 2.

4.2. Time Discretization

Now we use a Crank-Nicolson scheme, the Un
i represents the solution of U at node ηi and time tn (the ηj

discretize in the range [−1, 1] with the LGL nodes and ∆t > 0 discretize in [0, T ]). We obtain the following
scheme (

A+
∆t

2
B

)
Un+1
i =

(
A− ∆t

2
B

)
Un
i +

∆t

2
(C(tn) +C(tn+1)) ,

U0
i = g(ηi), (12)

where g(ηi) is the value of g(x) at each node ηi of the discretization [−1, 1].
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5. Stability and convergence analysis

In this section, we set up the stability and convergence results for the Legendre-Galerkin spectral method
in order to achieve the spectral accuracy. The theorems are obtained following the same idea in chapter 6
from [24].

Theorem 5.1. There exists a positive constant C independent of N such that the solution uN of (7) satis�es
the following estimate

∥uN (t)∥2L2(I) +K

∫ t

0
∥uN (s)∥2L2(I) ds ≤ ∥uN (0)∥2L2(I) + C

∫ t

0
∥f(s)∥2L2(I) ds. (13)

Proof. By setting wN = uN in (7) we get

1

2

d

dt
∥uN (t)∥2L2(−1,1) + r(uN (t), uN (t)) = ⟨f(t), uN (t)⟩. (14)

Since r(., .) is only weakly coercive then there exists K > 0 such that K|u|2H1(I) ≤ r(u, u), ∀u ∈ H1(I) where

|u|H1(I) is the semi norm on H1(I).
Using this inequality in (14) we obtain

1

2

d

dt
∥uN (t)∥2L2(−1,1) +K∥uN (t)∥2L2(−1,1) ≤ ∥f(t)∥L2(I)∥uN (t)∥L2(I). (15)

Now throughout Young inequality we obtain

d

dt
∥uN (t)∥2L2(I) +K∥uN (t)∥2L2(I) ≤

1

K
∥f(t)∥2L2(I). (16)

Integrating the last estimate for t ≥ 0 we obtain the desired estimate which ensures the stability since 1
K is

independent of N with uN (0) = g(x).

Passing to the convergence analysis, we �rst need to set some de�nitions.
Let's de�ne the error function between the solution uN (t) of the scheme (7) and the exact solution of (4) as
E(t) = RNu(t)− uN (t)
where RN is the projection de�ned by RN : H1(I) −→WN such that for N → ∞,

∥u−RNu∥H1(I) −→ 0 for all u ∈ H1(I).

Let be u ∈ L2(I), we de�ne the norm of u in the dual space of H1(I) noted (H1(I))∗ by

∥u∥(H1(I))∗ = sup
v∈H1(I)

⟨u, v⟩
∥v∥

, v ̸= 0.

And we have
∥u∥(H1(I))∗ ≤ C∥u∥L2(I).

Theorem 5.2. Let u(t) be the exact solution of (4) and uN (t) the solution of (7), the following estimate

holds

∥E(t)∥2 +K

∫ t

0
|E(s)|2H1(I) ds ≤ ∥E(0)∥2

+C

(∫ t

0

∥∥∥∥∂u∂t (s)−RN
∂u

∂t
(s)

∥∥∥∥
(H1(I))∗

ds+

∫ t

0
∥(u−RNu)(s)∥H1(I)ds

)
,

(17)

where C is a constant independent of N .
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Proof. E(t) satisfy the following estimate using the weak corecivity of r(., .)

1

2

d

dt
∥E(t)∥2 +K |E(t)|2H1(I) ≤

∣∣∣∣⟨∂u∂t −RN
∂u

∂t
, e⟩+ r(u−RNu, e)

∣∣∣∣ (18)

Using the above de�nitions and the continuity of the form r(., .) we obtain the existence of a constant C
independant of N such that ∣∣∣∣⟨∂u∂t −RN

∂u

∂t
, e⟩+ r(u−RNu, e)

∣∣∣∣
≤

C ∥E(t)∥H1(I)

(∥∥∥∥∂u∂t −RN
∂u

∂t

∥∥∥∥
(H1(I))∗

+ ∥u−RNu∥H1(I)

) (19)

By replacing this result in (18), an error bound is estimated when integration for all t ≥ 0, We conclude that
the approximation is convergent.

6. Numerical results

To test the performance of the described spectral method, we propose the following examples, where we
solve numerically the problem (2) and show the convergence of the approximation to the analytical solution
of the problem with boundary conditions of type Dirichlet when ε reaches zero. All the computations are
carried out in double precision using Matlab 9.8.0 (R2020a). Executions were done on AMD Ryzen 5 5600X
6-Core, 3.70Ghz Desktop. The �gures are obtained for Nx = 20 nodes of LGL in domain [−1, 1] and 100
subdivision of temporal domain. The approximation error in the case where we don't know the exact solution
(i.e. when ε ̸= 0) is calculated for ε �xed using the formula

err = ∥uN − uN+2∥∞ N = 2, 4, . . . , 2n, . . . ; n ≥ 1. (20)

The exact solution of the Dirichlet boundary problem is known and in order to compare it to the numerical
solution, maximum error (Emax), square error (Esq) and relative error norms (Ere) are calculated as follows

Emax = ∥uexact − uN∥∞ = max
i

|(uexact)i − (uN )i|, i = 1, 2, . . . , Nx; (21)

Esq = ∥uexact − uN∥2 =

[
∆x

Nx∑
i=1

|(uexact)i − (uN )i|2
]1/2

; (22)

Ere = ∥uexact − uN∥R =
∥uexact − uN∥2

∥uexact∥2
. (23)

Example 6.1. In equation (2) let a(x) = a = 0.01, b(x) = b = 1, T = 1 with the initial condition

u(0, x) = cos(
π

2
x)

and

f(t, x) =

(
(b
π2

4
− 1) cos(x

π

2
) + a

π

2
sin(x

π

2
)

)
exp(−t).

For homogeneous Dirichlet boundary conditions, the exact solution is given by

u(t, x) = exp(−t) cos(π
2
x).
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Figure 1 shows the convergence of the approximate to the exact solution at di�erent ε, where ε = 0.2, 0.1,
0.02, 0.01, 0.001. When ε tends to zero, the approximate solution gets closer to the exact one from Dirichlet
boundary conditions.
The variations of the error of the approximate solution (err) are presented in Figure 2. It Is observed that
the error of the approximate solution decreases with increasing N .
In Figure 3 we can compare the exact solution of the problem with homogeneous Dirichlet boundary condi-
tions with the approximative solution obtained using the approximative method when ε = 10−8 and N = 10.
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Figure 1: The behavior of the approximate solution when ε tends to 0 at N = 10 for �xed t = 1 (up) and
for �xed x = −0.874 (down)
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Figure 2: Logarithmic approximation error as a function of N at ε = 10−8 for Example 6.1

Example 6.2. We assume that in (2) a(x) = a = 0, b(x) = b = 1, T = 1, the initial condition and the term

f de�ned as

u(0, x) = cos(
π

2
x), f(t, x) = 0.

For homogeneous Dirichlet boundary conditions, the exact solution is given by

u(t, x) = cos
(π
2
x
)
exp

(
−bπ

2

4
t

)
.
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Figure 3: Representation of the exact solution for the problem with Dirichlet boundary conditions and the
approximate solution at N = 8 and ε = 10−8 for Example 6.1

Figure 4 shows the exact and the obtained approximate solution for di�erent N . It presents the convergence
of the approximation for di�erent N , where N = 6, 8, 10 and ε = 10−2, 10−3, 10−4 at x = 0.227 and t = 1. In
each case, an error value is given calculated using the appropriate ε and N . The obtained results show the
convergence of the approximate solution of (2) when ε tends to 0 to the exact solution of Dirichlet boundary
conditions problem.
Table 1 gives the square error norm Esq calculated for di�erent values of N .

-1 -0.5 0 0.5 1

x 

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14
Error = 3.83951 E-02

  Exact  solution

  Approximative solution

-1 -0.5 0 0.5 1

x  

0

0.02

0.04

0.06

0.08

0.1
Error = 3.75209 E-03

 Exact  solution

 Approximative solution

-1 -0.5 0 0.5 1

x  

0

0.02

0.04

0.06

0.08

0.1
Error = 3.64228 E-04

 Exact solution

 Approximative solution

0 0.2 0.4 0.6 0.8 1

t  

0

0.2

0.4

0.6

0.8

1

Exact & approx. solution for N = 6,  =0.01

 Exact solution

 Approximative solution

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

t 

0

0.2

0.4

0.6

0.8

Exact & approx. solution for N = 8,  =0.001

 Exact solution

 Approximative solution

0 0.2 0.4 0.6 0.8 1

t  

0

0.2

0.4

0.6

0.8

1

Exact & approx. solution for N = 10,  =0.0001

 Exact solution

 Approximative solution

Figure 4: The behavior of exact and approximate solution for di�erent N and ε with the appropriate Esq for
�xed t = 1 (up) and �xed x = 0.227 (down) for Example 6.2

Table 1: Error values as a function of N for ε = 10−8 for Example 6.2.

N Esq

4 6.46185e− 05
8 8.93058e− 06
12 8.93059e− 06
16 8.92040e− 06
20 8.86360e− 06
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Example 6.3. Let a(x) = a = 0.09, b(x) = b = 2, T = 1, the initial condition

u(0, x) = 0

and

f(t, x) =

(
2t+ bπ2

t2

4

)
cos
(
x
π

2

)
+ aπ

t2

2
sin
(
x
π

2

)
.

For homogeneous Dirichlet boundary conditions, the exact solution is given by

u(t, x) = t2 cos(x
π

2
).

Figure 5 shows the convergence of the approximate solution with decreasing ε upto ε = 0.001. When ε takes
the values 0.08, 0.05, 0.025, 0.001 the curve of the approximation for a �xed x or a �xed t gets closer to
the curve of the exact solution of the Dirichlet boundary conditions problem. This result is well shown in
Table 2 in which the error is calculated for di�erent N . For ε = 10−8, the numerical solution is very close to
the exact solution. Table 3 introduces the Ere at N = 4, 8 and 10 of di�erent LGL nodes in [−1, 1].

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Figure 5: The exact solution compared to the approximate solution for di�erent ε with N = 10, for �xed
x = −0.281 (up) and �xed t = 1 (down) for Example 6.3

Table 2: Error values as a function of N for ε = 10−8 for Example 6.3.

N Esq N Esq

4 9.22208e− 04 14 8.74526e− 06
6 1.36494e− 04 16 6.03520e− 06
8 5.11646e− 05 20 2.77529e− 06
10 2.46797e− 05 24 1.68477e− 06
12 1.39021e− 05 30 8.29894e− 07

Example 6.4. Let a(x) = a = 0, b(x) = 1− x2, T = 1 with the initial condition given by

u(0, x) = x cos(x
π

2
)
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Table 3: Relative error Ere for di�erent N when ε = 10−8 for Example 6.3.

x N = 4 N = 8 N = 10

−0.944 7.51812e− 03 6.43507e− 04 3.26354e− 04
−0.755 1.14864e− 03 2.38689e− 05 4.65406e− 05
−0.458 2.60600e− 04 3.26515e− 06 3.28677e− 05
−0.095 9.29549e− 04 3.15130e− 05 1.86307e− 05
0.281 4.41661e− 04 5.66697e− 05 1.39810e− 05
0.617 2.32730e− 03 6.63974e− 05 2.60646e− 05
0.865 8.60915e− 04 2.34344e− 04 4.61786e− 06

and

f(t, x) = exp(t)

((
x+

π2

4
x(1− x2)

)
cos(x

π

2
) +

(
−aπ
2

x+ π(1− x2)

)
sin(x

π

2
)

)
.

The exact solution for the Dirichlet boundary conditions problem is

u(t, x) = x exp(t) cos(x
π

2
).

Table 4 presents the Emax and Esq for the decreased ε when N = 10. Table 5 exposes the relative error
calculated in di�erent nodes for N = 4, 8 and 12, the results are obtained for ε = 10−8 to show the
convergence of the approximation to the exact solution of the problem with Dirichlet boundary conditions
when ε reaches 0.

Table 4: Error values for di�erent ε at N = 10 for Example 6.4.

ε Esq Emax

10−1 9.05505e− 01 1.03184e + 00
10−2 2.91516e− 01 3.25393e− 01
10−3 3.62864e− 02 4.05446e− 02
10−4 3.73871e− 03 4.17051e− 03
10−5 3.75677e− 04 4.18251e− 04
10−6 3.81611e− 05 4.18316e− 05
10−7 4.45936e− 06 4.17778e− 06
10−8 1.28603e− 06 1.28416e− 06
10−10 1.02004e− 06 1.11888e− 06

Table 5: Relative error values Ere for di�erent N when ε = 10−8 for Example 6.4.

x N = 4 N = 8 N = 12

−0.912 1.46648e− 01 4.52127e− 05 2.29492e− 06
−0.510 1.51450e− 03 1.44248e− 05 1.33381e− 06
0.076 5.97860e− 02 2.44510e− 05 1.22646e− 06
0.227 4.95987e− 02 9.91097e− 06 1.24621e− 06
0.746 7.19953e− 02 2.44251e− 06 1.55148e− 06

Example 6.5. Assume that a(x) = 1− x2, b(x) = b = 2, T = 1 with the initial condition

u(0, x) = (1− x2) sin
(
x
π

2

)
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and

f(t, x) = exp

(
−π2

4
t

)((
(1− x2)(

−π2

4
− 2x+ b

π2

4
) + 2b

)
sin(x

π

2
)

+
(π
2
(1− x2)2 + 2bπx

)
cos(x

π

2
)
)
.

The exact solution for the problem with Dirichlet boundary conditions is given by

u(t, x) = exp

(
−π2

4
t

)
(1− x2) sin

(
x
π

2

)
.

Figure 6 is obtained using di�erent decreasing values of ε. Noting that when ε tends to 0 the obtained
approximation is so close to the exact solution for the problem with Dirichlet boundary conditions. Tables
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Figure 6: Exact and approximate solution for di�erent ε at N = 10 and t = 1 for Example 6.5

6 shows the error calculated at di�erent ε. It is observed that with increasing N , the approximate solution
is more interesting comparing to the exact one. This approach investigates the numerical convergence of the
obtained approximate solution at the Dirichlet boundary conditions when ε tends to 0. Figure 7 compares

Table 6: Error values for di�erent values of N when ε = 10−8.

N Esq Emax

4 3.86296e− 03 4.19989e− 03
6 3.98687e− 04 4.56514e− 04
8 1.26445e− 04 1.50269e− 04
10 6.06861e− 05 7.60106e− 05
12 3.39352e− 05 3.93346e− 05
14 2.12362e− 05 2.51413e− 05
16 1.45927e− 05 1.74079e− 05
20 6.52682e− 06 7.32607e− 06

the exact solution of the Dirichlet boundary conditions problem and the approximate one obtained using
the proposed numerical method at N = 10 and ε = 10−8. Figure 8 illustrates also the exact solution of
Dirichlet boundary conditions, the obtained approximation and the absolute error. By taking a new step of
discretization for the temporal domain ∆t = 0.001, the results of convergence stay the same.

7. Conclusion

In this study, the advantages of Legendre polynomials with its important properties and Gauss quadra-
tures are established to build an approximation of the advection-di�usion solution. The proposed numerical
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Figure 7: Representation of the exact solution of Dirichlet boundary conditions problem, the approximate
solution obtained using the described method and the di�erence for N = 10 and ε = 10−8 for Example 6.5

Figure 8: Representation of the exact solution of Dirichlet boundary conditions problem, the approximate
solution obtained using the described method and the absolute error for N = 16, ε = 10−8 and ∆t = 0.001
for Example 6.5

approach is presented in two steps: �rst, we de�ned the basis used in Galerkin approximation and the type
of Gauss quadrature is used to obtain the exact calculation of integrals. Secondly, a Crank-Nicolson scheme
is developed to solve the obtained system depending on the time variable. The stability and the convergence
analysis of the method are also proved by giving an estimation depending on the initial values for the stability
and an error bound that characterizes the convergence. Several examples of di�erent cases are presented
with various types of results to prove the numerical convergence of the approximate solution to the exact
one with Dirichlet boundary conditions, when ε tends to zero. The obtained results are introduced and
interpreted in di�erent error types (the Ere, Esq and Emax). The obtained results show that the introduced
method is e�cient and can be used to solve many time-dependent problems of di�erent partial di�erential
equations with di�erent types of boundary conditions. The proposed approach enjoys the spectral accuracy
that is with small data we can reach a hight precision of the approximation which has been illustrated by
several numerical examples.
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