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Abstract  
 

Objective: Cardiovascular Disease (CVD) is a disease that negatively affects the blood vessel system 

due to plaque formation as a result of accumulation on the inner wall of the vessels. In the diagnostic 

phase, angiography results are evaluated by physicians. New diagnostic algorithms based on artificial 

intelligence, including new technologies, are needed for diagnosing CVD due to the time-consuming 

and high cost of diagnostic methods.  

Materials and Methods: The heart disease dataset available on the open-source sharing site Kaggle was 

used in the study. The dataset includes 14 clinical findings. In the study, after the features were selected 

with the Fischer feature selection algorithm, they were classified with Ensemble Decision Trees (EDT), 

k-Nearest Neighborhood Algorithm (kNN), and Neural Networks (NN). A hybrid artificial intelligence 

algorithm was also created using the three methods.  

Results: According to the classification results, EDT %96.19, kNN %100, NN %86.17, and hybrid 

artificial intelligence determined CVD with a %99.3 success rate.  

Conclusion: According to the obtained results, it is evaluated that the proposed CVD diagnosis hybrid 

artificial intelligence algorithms can be used in practice.  
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1. Introduction  

Heart disease can be generalized as disorders in the structure or functioning of the heart. Heart diseases are 

one of the leading causes of death worldwide. However, while CVD deaths decrease in high-income countries, 

more deaths occur in many low- and middle-income countries [1]. Death due to coronary heart disease ranks 

first among the causes of death in Turkey. According to the follow-up results of the TEKHARF study covering 

the years 1990-2008, deaths from coronary heart disease in the 45-74 age group are 7.64 per 1000 person-years 

in men and 3.84 in women, and it is one of the countries with the highest rate in Europe [2]. The leading causes 

of cardiovascular diseases are physical inactivity, unhealthy diet, hypertension, smoking, and alcohol 

consumption [3]. Early diagnosis of the disease and appropriate treatment are required to reduce the number 

of patients who continue due to heart disease each year and minimize the risk of death [4]. Cardiovascular 

disease detection is a complicated process that can be diagnosed by examining and evaluating the results 

obtained using various clinical diagnostic methods such as electrocardiography (ECG), echocardiography 

(heart ultrasound), exercise test, and angiography. 

Even though physicians and radiologists mostly make a correct diagnosis, new diagnostic methods with less 

error rate and more sensitivity are sought and researched for the diagnosis stage of the disease, which is created 

by today's technology. Artificial intelligence has an important place in today's technology. It is used in almost 

every field, including health, based on artificial intelligence and data mining and provides considerable 

convenience to human life [5]. As a basic definition, "Data Mining is the trivial extraction of implicit, 

previously unknown and potentially useful information about data" [6]. Artificial intelligence-based computer-

aided systems can make much faster, more precise, and more accurate detections. The literature shows that 

early disease diagnosis can be made by using many machine learning, artificial intelligence, and classification 

methods. Artificial intelligence uses many different algorithms and methods to detect the disease. When a 

literature review is done, it is seen that the hybrid method algorithm, which results by combining multiple 

different methods and algorithms, is also used. The hybrid method can be defined as an algorithm type that can 

be classified separately with more than one algorithm, the value is taken, and results are obtained according to 

the standard value [7]. Thanks to the hybrid method, it is aimed to increase the accuracy rate obtained from the 

study.  

Three different algorithms were used as hybrid method algorithms during the classification process. These 

algorithms are Neural Networks (NN), Ensemble Decision Trees (EDT), and k-Nearest Neighborhood (CNN) 

algorithms. Since the highest accuracy rate was achieved among the different classification algorithms, it was 
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deemed appropriate to use these three algorithms by aiming to increase the accuracy rate. Today, there is an 

increase in the use of artificial intelligence-based computer-aided systems in disease diagnosis. [8]. In such 

cases, it is peculiar to people; Although concepts such as talent, experience, education, daily mood, and 

distraction are not in question for artificial intelligence, they will significantly benefit physicians at the 

diagnosis stage. After processing the data set in a MATLAB environment, this study aims to develop a system 

that will help physicians diagnose CVD disease with an artificial intelligence-based hybrid method algorithm 

and to use the developed system in practice. 

 

2. Literature Review 

Classification systems make it easier for doctors to diagnose diseases. The hybrid model used for this study 

is one of the most common methods encountered in the literature. Studies in the literature have revealed that 

the features in the data set can have adverse effects, called noise features, during the diagnosis and diagnosis 

phase. In a study conducted in 2016, %92.59 classification accuracy was achieved in diagnosing heart disease 

using the hybrid classification system.  

The most important contribution of this study has been the observation that feature selection methods can 

improve the performance of classification algorithms. Using Least Squares Support Vector Machines and the 

F-score feature selection method in the study, an accuracy rate of %85.59 was obtained, while an accuracy rate 

of %83.37 was obtained in the SVM result [9]. Three machine learning algorithms are used in the study of 

professors M Kavitha, G Gnaneswar, R Dinesh, YR Sai, RS Suraj: Random Tree, Decision Trees, and Hybrid 

Model. In the study, an accuracy rate of %88.7 was achieved with the hybrid model, and it was shown that the 

hybrid model was the method that would give the best results in the diagnosis of heart disease [10]. In another 

study on the diagnosis of heart disease, the focus was on improving the classification methods used to reduce 

the number of features with feature selection. The k-nearest neighbor algorithm was used [11]. Increasing the 

accuracy rate by reducing the effects of unnecessary features is prominent in the literature. In a study in which 

Probabilistic Principal Component Analysis was used for the features to be extracted to increase the 

classification success, radial basis function-based Support Vector Machines (SVM) were used for 

classification. Thus, %82.18, %85.82, and %91.30 success rates were obtained from the three data sets used in 

the study [12]. 

In the study in which another data set was used in which the hybrid model was recommended in the 

diagnosis of coronary heart disease, it was observed that an accuracy rate of %86.3 was obtained. Obtaining 

the AUC parameter of %92.1 in this study revealed that the proposed classification system can be used to 

diagnose heart disease [13]. 

 

3. Material and Methods 

Various machine learning methods have been used to diagnose heart disease in the literature. The study 

suggests that successful results can be obtained with the hybrid model among many classification methods in 

the literature, such as Random Forest, Logistic Regression, and C4.5 decision tree. Fischer Feature Selection 

algorithm was used to reduce unnecessary features to increase the success in diagnosis and diagnosis. The 

feature values calculated with this algorithm are ordered from the largest to the smallest, and it means taking 

the number of samples that will provide the classification success in the best way. According to the Fischer 

Algorithm, the features' mean and standard deviation values are calculated, and the ranking is made according 

to the obtained scores. Neural networks, nearest neighbor algorithm (k-NN), and ensemble decision trees 

(EDT) used in the study are the most widely used algorithms in machine learning and classification studies. 

The steps followed in the study are modeled in the flow chart shown in Figure 1. 
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Figure 1. Flowchart 

 

3.1. Dataset 

In the study carried out for the diagnosis of heart disease, a ready data set consisting of 4-databases from 

Kaggle belonging to Cleveland, Switzerland, Long Beach V., and Hungary was used. The most important 

feature to be considered in selecting the data set is whether it has enough extensive data. For machine learning, 

the information used with data sets with sufficiently large data provides a more successful prediction for future 

studies. The dataset contains 14 features, age, gender, type of chest pain, resting blood pressure, cholesterol 

information, fasting blood glucose, resting electrocardiography results, highest heart rate achieved, exercise-

induced angina, exercise-induced ST depression, peak exercise ST segment slope, the number of colored veins, 

the disease and health status of the patients as labels. The characteristics of the data set are shown in Table 1. 

 
Table 1. Representations of Features 

Feature Number Features Values Explanation 

1 age Numerical value Patient's Age 

2 gender 1:Male, 0:Female Patient's Gender 

 
3 

 
cp 

1: Typical Angina, 
2: Atypical Angina, 

3: Non-anginal Pain, 

4: Asymptomatic 

 
Chest Pain Type 

4 trestbps Numerical Value 
(140mm/Hg) 

Resting Blood Pressure 
(Blood Pressure) (mm/Hg) 

5 chol Numerical Value 

(289mg/dl) 

Serum Cholesterol Amount 

in the Blood (mg/dl) 

6 fbs 1: True, 0: False Fasting Blood Sugar>120 

mg/dl 

 
7 

 
restecg 

0: Normal, 
1: Has ST-T, 

2: Hypertrophy 

 
Resting Electrocardiographic 

Results 

8 th 140,173 Max Heart Rate Reached 

9 exangial 1: yes, 0: no Exercise-Induced Angina 

10 old peak Numerical value Exercise-Induced ST 
Depression 

 

11 

 

slope 

1: Curved Up, 

2: Straight, 

3: Curved Down 

 

The slope of the Peak 

Exercise ST Segment 

12 ca 0-3 Number of Vessels Colored 
by Fluoroscopy (0-3) 

13 thal 0: Normal, 

1: Fixed Fault 

2: Reversible Defect 

 

Thalassemia 

 
14 

 
target 

0: <50% Diameter 
Reduction 

1:> 50% Diameter 

Reduction 

Diagnosis of Heart Disease 
(Angiographic Disease 

Status) 
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3.2. Feature selection 

Feature selection is a process that directly affects the accuracy and efficiency of classification. It provides 

the most valuable features for the problem being studied. Selecting the most valuable features also reduces the 

data size, reducing redundant results of the analysis. In the study, the Fisher algorithm, a feature selection 

algorithm, was used to increase the success rate of artificial intelligence. Ideally, feature selection methods 

decompose features into subsets and try to find the best among candidate subsets. This process can be costly 

and practically impossible, especially for high-volume feature vectors. The Fisher Score criterion assigns an 

indicative value for each sample. This value should be similar for instances in the same class and distinctive 

for instances in different classes. The Fisher Score equation providing this expression is given below; 

 

F(i) = (x̅ i (+) −x̅i) 2 +(x̅ i (−) −x̅i) 2 1 n+−1 ∑ (xk,i (+) −x̅ i (+) ) 2 + 1 n—1 ∑ (xk,i (−) −x̅ i (−)             (1) 

 

The number of features selected is an attribute at the researcher's discretion. In the feature selection phase, 

the aim is to rank the features that give the best results among the features from best to worst and to increase 

the accuracy rate by reducing the number of features. This algorithm involves ordering the features whose 

values are calculated from the largest to the smallest and taking the desired number of top samples. The best 

feature ranking obtained as a result of the algorithm was obtained. The table of classification results for the 

best nine features selected from all features is shown below. 

 
Table 2. Feature Selection Table 

 Accuracy Sensitivity Specificity F-Measurement Kappa AUC 

Model 1 97,99 0,9679 0,9920 0,9798 0,9599 0,9799 

Model 2 96.09 0.9479 0,97247 0,9600 0,9215 0,9601 

Model 3 95.60 0,9791 0,9357 0.9569 0,9121 0.9574 

Model 4 95,6 0,9174 1 0,9569 0,9123 0,9587 

Model 5 94,63 0,9583 0,9357 0,9469 0,8924 0,9470 

Model 6 94,15 0,9791 0,9032 0,9423 0,8830 0,9437 

Model 7 93,17 0,9375 0,9266 0,9320 0,8630 0,9320 

Model 8 92,68 0,9375 0,9174 0,9273 0,8533 0,9274 

Model 9 90,73 0,9270 0,8899 0,9081 0,8146 0,9084 

 

3.3. Neural Networks 

Neural networks, which are encountered in many scientific and technological studies, emerged as a result 

of taking the human brain as an example; It is used in areas such as diagnosis, classification, and control. 

Artificial neural networks have been created, considering the structure of biological neural networks and the 

brain's learning process. Biological neural networks mainly consist of the nucleus, dendrite, and axon. The 

axon transmits the information collected by the dendritic ends. The basic structure of artificial neural networks 

consists of 3 parts. These sections are named the input layer, hidden layer, and output layer. The input layer 

has the same function as the dendrites in biological neural networks and is defined as the part where data entry 

is made. The hidden layer corresponds to the core of biological neural networks. Here, the relationship between 

the input and output values is learned and processed in line with the algorithm. On the other hand, the output 

layer acts as an axon and provides the output of the results. After adding the skewness of the input values with 

the weights, a bias is added and transferred to the output after the activation function. The weight value is the 

most critical parameter of the learning process of artificial neural networks. The weight value, which takes a 

random value at the beginning of the training process of artificial neural networks, is updated according to the 

input data throughout the process. 

 

3.4. Nearest Neighbor Algorithm (k-NN) 

The K Nearest Neighbor method is among the supervised learning methods that solve the classification 

problem. The important thing is that the characteristics of each class are predetermined. The method's 

performance is affected by the number of k nearest neighbors, threshold value, similarity measurement, and 

the sufficient number of expected behaviors in the learning set [14]. KNN is based on estimating the class of 

the vector formed by the independent variables of the predictable value, based on the information in which 

class the nearest neighbors are dense. The K-NN algorithm is one of the most fundamental algorithms among 

machine learning algorithms. This algorithm makes predictions on two different components: distance and 

neighborhood.  

The number of distance neighbors is several; how many neighbors closest to that value are used to determine 

which class the value to be included in a class will be included. The value whose class is the closest to which 
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class is in this number is included in this class. 

 

3.5. Ensemble Decision Trees (EDT) 
The decision tree algorithm is one of the data mining classification algorithms. Decision tree-based methods 

can quickly calculate performance value criteria such as stability, specificity, and high accuracy. Unlike linear 

models, it has the advantage of being able to map nonlinear complex models well. The decision tree algorithm, 

one of the machine learning algorithms, is a classification algorithm that helps us analyze the learned model 

by dividing it into subsets in a fast, simple, and interpretable way. A decision tree is a structure that decomposes 

a data set containing a large amount of data into smaller subsets by subjecting it to decision rules. Decision 

trees stand out among other algorithms with their visual intelligibility. The basic principle of decision trees is 

the root, node, and leaf-based model. The leaf is the last stage in the model where we reach the desired result. 

 

4. Findings and Discussion 

The study aims to analyze the relationship between blood values, chest diseases, chest pain type, minimum 

heart rate, breathing rate, resting blood pressure, age, cholesterol, fasting blood sugar, maximum heart rate, 

gender, and exercise with the diagnosis of cardiovascular diseases and cardiovascular disease. In addition, the 

study aims to diagnose the disease with an artificial intelligence-based hybrid model and to measure its usability 

in practice. The dataset, which contains 1025 data, includes 526 data with cardiovascular disease and 499 data 

without cardiovascular disease. The model includes 14 features. The feature selection algorithm is used to 

improve the performance of the machine learning algorithms. By optimizing the size of the data set with feature 

selection, the workload is removed, and performance is increased. Given this situation, the Fisher algorithm 

was used with the hybrid method to improve the study's success. After the processes, the model was evaluated 

with the hybrid model algorithm. In the study, three different classification algorithms, k-NN, NN, and 

Ensemble Decision Trees, were included in the Hybrid Model. Training and test percentages were calculated 

according to these three different classification methods, and a 'Hybrid' result was obtained. Another critical 

point after the feature selection to increase the classification success is the creation of training and test classes. 

With these correctly determined class percentages, the algorithm successfully performs the test set with the 

method it learned from the training set. The ratio of the test dataset was determined as %25 to increase the 

accuracy rate. In the study, a dataset with a specific label value was trained in the training step by simply using 

a two-class (with/without heart disease) dataset. Then the testing phase started. Accordingly, the accuracy 

values of the model were obtained. The success of the diagnosis was evaluated according to sensitivity, 

specificity, F-measurement, kappa parameter, and AUC values. According to the classification results, EDT 

has an accuracy rate of %96.192, %kNN 100, NN %86.17, and in line with these values, an accuracy rate of 

%97.99 was obtained with the hybrid model. The performance evaluation results of the hybrid algorithm are 

shown in Table 3. The performance evaluation results of the other three algorithms within the hybrid algorithm 

are given in Table 4, Table 5, and Table 6. 

As a result, CVD was detected with a high success rate. 

 

Table 3. Performance evaluation results for the hybrid model 

Accuracy Sensitivity Specificity F-Measurement Kappa AUC 

97,99 0,9679 0,9920 0,9798 0,9599 0,9799 

 
Table 4. Performance evaluation results for the NN model 

Accuracy Sensitivity Specificity F-Measurement Kappa AUC 

86,17 10 0,8840 0,8611 0,7234 0,8617 

 
Table 5. Performance evaluation results for the k-NN model 

Accuracy Sensitivity Specificity F-Measurement Kappa AUC 

100 1 1 1 1 1 

 

Table 6. Performance evaluation results for the EDT model 

Accuracy Sensitivity Specificity F-Measurement Kappa AUC 

96,1924 0,9598 0,9640 0,9619 0,9238 0,9619 
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5. Conclusion and Recommendations 
Diagnosis of diseases that negatively affect human life, such as cardiovascular disease, is crucial in terms 

of quality of life and health. It is a promising development that computer-aided systems and artificial 

intelligence have recently played an active role in the health field and are conducive to positive innovations. 

This study aims to provide ease of diagnosis to physicians and contribute positively to the literature and human 

life by accelerating the process. According to the results obtained, the high accuracy rate obtained as a result 

of the study and the method used in the study contributed to the literature, and it was proven that the proposed 

methods diagnose CVD at a high rate. Based on this, it is evaluated that hybrid artificial intelligence algorithms 

can be used in practice. 
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