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#### Abstract

We give a useful and practicable solution method for the general Riccati differential equation of the form $w^{\prime}(x)=p(x)+q(x) w(x)+r(x) w^{2}(x)$. In order to get the general solution many authors have been interested this type equation. They show that if there exists some relation about the coefficients $p(x), q(x)$, and $r(x)$ then the general solution of this equation can be given in a closed form. We also determine some relations between these coefficients and find the general solutions to the given equation. Finally, we give some examples to illustrate the importance of the presented method.


## 1. Introduction

The general Riccati differential equation (GRDE) is a well-known first-order nonlinear type of differential equation that arises not only a whole range of mathematics but also physics and have many applications in different areas of science. Riccati differential equation was named after the Italian mathematician Jacopo Francesco Riccati [1]. In particular, the GRDE is given by

$$
\begin{equation*}
w^{\prime}(x)=p(x)+q(x) w(x)+r(x) w^{2}(x) \tag{1.1}
\end{equation*}
$$

where we assume that $w, p, q, r \in C(\mathbb{R}, \mathbb{R})$ are real functions and the integral $\int q(x) d x$ exists. In case $r(x)=0$, the GRDE reduces a first-order linear ordinary differential equation of the form

$$
w^{\prime}(x)=p(x)+q(x) w(x)
$$

and its general solution can be expressed in closed form as

$$
w(x)=\exp \left(\int q(x) d x\right)\left[\int p(x) \exp \left(-\int q(x) d x\right) d x+\text { constant }\right]
$$

Similarly in case $p(x)=0$, the GRDE reduces a first-order ordinary differential equation and called Bernoulli differential equation of the form

$$
w^{\prime}(x)=q(x) w(x)+r(x) w^{2}(x)
$$

and general solution can be expressed in closed form as

$$
w(x)=\exp \left(-\int q(x) d x\right)\left[-\int r(x) \exp \left(\int q(x) d x\right) d x+\text { constant }\right]^{-1}
$$

Thus, in this paper, we consider the case $p(x) r(x) \neq 0$ for all $x$. Because the GRDE has many application areas in fields of applied science, the solutions of the GRDE play a significant role see [2]. For instance, optimal control, random processes, diffusion problems, stochastic

[^0]realization theory, robust stabilization, network synthesis, and more recently, financial mathematics [3-5], Kalman filtering systems such as orbiting satellites [3,6]. Additionally, it is well known that the GRDE of the form
\[

$$
\begin{equation*}
w^{\prime}(x)+p(x)+w^{2}(x)=0 \tag{1.2}
\end{equation*}
$$

\]

plays an important role in studying qualitative analysis of the second order linear differential equation of the form

$$
\begin{equation*}
\phi^{\prime \prime}(x)+p(x) \phi(x)=0 \tag{1.3}
\end{equation*}
$$

In fact, if Eq. (1.3) has a positive solution $\phi(x)$ on an interval $I$, then the function $w(x)=\phi^{\prime}(x) / \phi(x)$ is a solution of Eq. (1.2). The substitution $w(x)=\phi^{\prime}(x) / \phi(x)$ for the Eq. (1.3) is embedded in the Picone identity and it can be considered a link between the so-called Riccati technique and variational technique in the oscillation theory of Eq. (1.3) [7-9].
It is well known that there is not a general method for solving method for the GRDE, but recently, there have been several papers which have presented methods for solving of the GRDE under certain conditions [10-14].
Let $w_{0}=w_{0}(x)$ be a particular solution of the GRDE, then the general solution of the Eq. (1.1) can be written as:

$$
w(x)=w_{0}(x)+\Phi(x)\left[C-\int r(x) \Phi(x) d x\right]^{-1}
$$

where

$$
\Phi(x)=\exp \left(\int\left[2 r(x) w_{0}(x)+q(x)\right] d x\right)
$$

and $C$ is an arbitrary constant, see [12].
The aim of this paper is to find a general solution to the GRDE by using the relations between the coefficients $p(x), q(x)$, and $r(x)$ for which the Eq. (1.1) can be solved in closed form.
It is well known that if $r(x) \neq 0$ for all $x$, the substitution

$$
\begin{equation*}
w(x)=-\frac{y^{\prime}(x)}{r(x) y(x)} \tag{1.4}
\end{equation*}
$$

into the GRDE, Eq. (1.1) can always be reduced to the second-order linear ordinary differential equation of the form

$$
\begin{equation*}
y^{\prime \prime}(x)-\left(\frac{r^{\prime}(x)}{r(x)}+q(x)\right) y^{\prime}(x)+p(x) r(x) y(x)=0 \tag{1.5}
\end{equation*}
$$

As we mentioned above, in general, for any real functions $p(x), q(x)$, and $r(x)$ the Eq. (1.1) cannot be solved in closed form. However, if there exist some specified relations between these coefficient functions, then Eq. (1.1) can be transformed into a second order linear ordinary differential equation, which can be easily solved, for example see [15-17].
In this paper, we treat a special case of the GRDE Eq. (1.1) where the functions $p(x)$ and $r(x)$ are not identically zero for all $x$. More precisely, we consider the case where the functions have the following relations for all $x \geq x_{0}$

$$
r(x) \exp \left(\int q(x) d x\right)=\alpha,-p(x) \exp \left(-\int q(x) d x\right)=\beta
$$

where $\alpha$ and $\beta$ are some real constants. We shall also use the obtained results to provide the solution of the linear second order ordinary differential equation corresponding to the considered GRDE. As far as the author is aware, the explicit solution of the class of ordinary differential equations considered here does not exist in the literature.

## 2. Solution Method

In order to be able to solve the GRDE there are some concepts which need to be introduced as given in [18].
In this section, we give the general solution of a class of GRDE. The following theorem gives a relationship between the GRDE and the homogeneous systems of first order differential equations.

Theorem 2.1. Assume that $p, q$, and $r$ are real functions and the integral $\int q(x) d x$ exists. Then the GRDE Eq. (1.1) has a solution $u(x)$, without zeros for $x \geq x_{0}$ iff the homogeneous system of first order differential equations

$$
\begin{equation*}
z^{\prime}(x)=\mathbf{A}(x) \cdot z(x) \tag{2.1}
\end{equation*}
$$

has a solution $z(x)$. Where $z(x)=\binom{y(x)}{\xi(x)}$ and

$$
\mathbf{A}(x)=\left(\begin{array}{cc}
0 & r(x) \exp \left(\int q(x) d x\right)  \tag{2.2}\\
-p(x) \exp \left(-\int q(x) d x\right) & 0
\end{array}\right)
$$

Proof. Let $w(x)$ be a solution of Eq. (1.1) and let $w(x)=-\frac{y^{\prime}(x)}{r(x) y(x)}$. Then $y(x)$ satisfies the second order linear differential equation Eq. (1.5)

$$
y^{\prime \prime}(x)-\left(\frac{r^{\prime}(x)}{r(x)}+q(x)\right) y^{\prime}(x)+p(x) r(x) y(x)=0 .
$$

Multiplying Eq. (1.5) by the integrating factor $(r(x))^{-1} \exp \left(-\int q(x) d x\right)$ for the first two term, we obtain

$$
\left[(r(x))^{-1} \exp \left(-\int q(x) d x\right) y^{\prime}(x)\right]^{\prime}+p(x) \exp \left(-\int q(x) d x\right) y(x)=0 .
$$

Hence, if we let $(r(x))^{-1} \exp \left(-\int q(x) d x\right) y^{\prime}(x)=\xi(x)$ and $z(x)=\binom{y(x)}{\xi(x)}$, then $z(x)$ is a solution of the homogeneous system of first order differential equations, Eq. (2.1) with $\mathbf{A}(x)$ is given (2.2).

The following theorem summarizes the present study:
Theorem 2.2. Assume that $p(x), q(x)$, and $r(x)$ hold the relations

$$
\begin{equation*}
r(x) \exp \left(\int q(x) d x\right)=\alpha,-p(x) \exp \left(-\int q(x) d x\right)=\beta \tag{2.3}
\end{equation*}
$$

Then the general solution of Eq. (1.1) is given

$$
w(x)= \begin{cases}\frac{\sqrt{\alpha \beta}}{r(x)}\left(\frac{1-C \exp (2 \sqrt{\alpha \beta} x)}{1+C \exp (2 \sqrt{\alpha \beta} x)}\right) & \text { if } \alpha \beta>0 \\ \frac{\sqrt{-\alpha \beta}}{r(x)}\left(\frac{\sin (\sqrt{-\alpha \beta} x-C \cos (\sqrt{-\alpha \beta} x))}{\cos (\sqrt{-\alpha \beta} x)+C \sin (\sqrt{-\alpha \beta} x)}\right) & ; \text { if } \alpha \beta<0\end{cases}
$$

where $C$ is any real constant.
Proof. If the conditions of (2.3) are fulfilled, the homogeneous system of first order differential equations Eq. (2.1) becomes a first order homogeneous system with constant coefficients

$$
z^{\prime}(x)=\left(\begin{array}{cc}
0 & \alpha  \tag{2.4}\\
\beta & 0
\end{array}\right) \cdot z(x) .
$$

Then, the eigenvalues of the coefficient matrix $\mathbf{A}=\left(\begin{array}{cc}0 & \alpha \\ \beta & 0\end{array}\right)$ are $r_{1}=-\sqrt{\alpha \beta}$ and $r_{2}=\sqrt{\alpha \beta}$. If $\alpha \beta>0$ the eigenvalues of the coefficient matrix $\mathbf{A}$ are real constants such as $r_{1}=-\sqrt{\alpha \beta}$ and $r_{2}=\sqrt{\alpha \beta}$. Similarly if $\alpha \beta<0$ the eigenvalues of the coefficient matrix $\mathbf{A}$ are complex constants such as $r_{1}=-i \sqrt{-\alpha \beta}$ and $r_{2}=i \sqrt{-\alpha \beta}$. In case, $\alpha \beta>0, \Phi(x)=\left(\begin{array}{cc}\exp (-\sqrt{\alpha \beta} x) & \exp (\sqrt{\alpha \beta} x) \\ -\sqrt{\frac{\beta}{\alpha}} \exp (-\sqrt{\alpha \beta} x) & \sqrt{\frac{\beta}{\alpha}} \exp (\sqrt{\alpha \beta} x)\end{array}\right)$ is a fundamental matrix of Eq. (2.4). Then general solution of Eq. (2.4)

$$
z(x)=\Phi(x) \cdot \mathbf{C}=\left(\begin{array}{cc}
\exp (-\sqrt{\alpha \beta} x) & \exp (\sqrt{\alpha \beta} x) \\
-\sqrt{\frac{\beta}{\alpha}} \exp (-\sqrt{\alpha \beta} x) & \sqrt{\frac{\beta}{\alpha}} \exp (\sqrt{\alpha \beta} x)
\end{array}\right) \cdot\binom{c_{1}}{c_{2}}
$$

where $c_{1}$ and $c_{2}$ are real constants. Thus the general solution of Eq. (1.5) is

$$
y(x)=c_{1} \exp (-\sqrt{\alpha \beta} x)+c_{2} \exp (\sqrt{\alpha \beta} x) .
$$

Therefore,

$$
w(x)=-\frac{y^{\prime}(x)}{r(x) y(x)}=\frac{\sqrt{\alpha \beta}}{r(x)}\left(\frac{c_{1} \exp (-\sqrt{\alpha \beta} x)-c_{2} \exp (\sqrt{\alpha \beta} x)}{c_{1} \exp (-\sqrt{\alpha \beta} x)+c_{2} \exp (\sqrt{\alpha \beta} x)}\right) .
$$

When $c_{1}=0$, the function $w(x)=-\frac{\sqrt{\alpha \beta}}{r(x)}$ is a solution of the Eq. (1.1). When $c_{1} \neq 0$ we can divide the numerator and denominator by $c_{1} e^{-\sqrt{\alpha \beta} x}$ to get that

$$
w(x)=\frac{\sqrt{\alpha \beta}}{r(x)}\left(\frac{1-C \exp (2 \sqrt{\alpha \beta} x)}{1+C \exp (2 \sqrt{\alpha \beta} x)}\right)
$$

is general solution of the Eq. (1.1), where $C=\frac{c_{2}}{c_{1}}$ is any real constant. Thus the proof of the first part is complete. Similarly if $\alpha \beta<0$

$$
\Phi(x)=\left(\begin{array}{cc}
\cos (\sqrt{-\alpha \beta} x) & \sin (\sqrt{-\alpha \beta} x) \\
-\frac{\sqrt{-\alpha \beta}}{\beta} \sin (\sqrt{-\alpha \beta} x) & \frac{\sqrt{-\alpha \beta}}{\alpha} \cos (\sqrt{-\alpha \beta} x)
\end{array}\right)
$$

is a fundamental matrix of Eq. (2.4). Then general solution of Eq. (2.4)

$$
z(x)=\Phi(x) \cdot \mathbf{C}=\left(\begin{array}{cc}
\cos (\sqrt{-\alpha \beta} x) & \sin (\sqrt{-\alpha \beta} x) \\
-\frac{\sqrt{-\alpha \beta}}{\beta} \sin (\sqrt{-\alpha \beta} x) & \frac{\sqrt{-\alpha \beta}}{\alpha} \cos (\sqrt{-\alpha \beta} x)
\end{array}\right) \cdot\binom{c_{1}}{c_{2}}
$$

where $c_{1}$ and $c_{2}$ are real constants. Thus the general solution of Eq. (1.5) is

$$
y(x)=c_{1} \cos (\sqrt{-\alpha \beta} x)+c_{2} \sin (\sqrt{-\alpha \beta} x) .
$$

Therefore,

$$
w(x)=-\frac{y^{\prime}(x)}{r(x) y(x)}=\frac{\sqrt{-\alpha \beta}}{r(x)}\left(\frac{c_{1} \sin (\sqrt{-\alpha \beta} x)-c_{2} \cos (\sqrt{-\alpha \beta} x)}{c_{1} \cos (\sqrt{-\alpha \beta} x)+c_{2} \sin (\sqrt{-\alpha \beta} x)}\right)
$$

When $c_{1}=0$, the function $w(x)=-\frac{\sqrt{-\alpha \beta}}{r(x)} \tan (\sqrt{-\alpha \beta} x)$ is a solution of the Eq. (1.1). When $c_{1} \neq 0$

$$
w(x)=\frac{\sqrt{\alpha \beta}}{r(x)}\left(\frac{\sin (\sqrt{-\alpha \beta} x)-C \cos (\sqrt{-\alpha \beta} x)}{\cos (\sqrt{-\alpha \beta} x)+C \sin (\sqrt{-\alpha \beta} x)}\right)
$$

is general solution of the Eq. (1.1), where $C$ is any real constant. Thus the proof is complete.
Remark 2.3. If the functions $p(x), q(x)$, and $r(x)$ are constants such as $p(x)=a, q(x)=b$, and $r(x)=c$. Then, the conditions of (2.3) are fulfilled as $\alpha=c$ and $\beta=-a$ for $b=0$ and we can use the Theorem 2.2 for the general solution of Eq. (1.1). But when $b \neq 0$, the conditions of (2.3) not satisfied. In general case $a, b, c \in \mathbb{R}$ and $a c \neq 0$, the Eq. (1.1) becomes a first-order separable ordinary differential equation which is defined by

$$
\frac{d w}{a+b w+c w^{2}}=d x
$$

Based on the integral involving the rational algebraic functions of the form

$$
\int \frac{d w}{a+b w+c w^{2}}= \begin{cases}\frac{2}{\sqrt{4 a c-b^{2}}} \arctan \left(\frac{2 c w+b}{\sqrt{4 a c-b^{2}}}\right) & ; \text { if } 4 a c-b^{2}>0 \\ \frac{2}{\sqrt{b^{2}-4 a c}} \ln \left|\frac{2 c w+b-\sqrt{b^{2}-4 a c}}{2 c w+b+\sqrt{b^{2}-4 a c}}\right| & ; \text { if } 4 a c-b^{2}<0 \\ -\frac{2}{2 c w+b} & ; \text { if } 4 a c-b^{2}=0\end{cases}
$$

in view of this, the general solution of Eq. (1.1) is given in a closed form by

$$
w(x)= \begin{cases}\frac{1}{2 c}\left[-b+\sqrt{4 a c-b^{2}} \tan \left(\frac{1}{2} \sqrt{4 a c-b^{2}} x+C\right)\right] & ; \text { if } 4 a c-b^{2}>0 \\ \frac{\sqrt{b^{2}-4 a c}}{2 c}\left(\frac{1+C \exp \left(\frac{\sqrt{b^{2}-4 a c}}{2} x\right)}{1-C \exp \left(\frac{\sqrt{b^{2}-4 a c}}{2} x\right)}\right) & ; \text { if } 4 a c-b^{2}<0 \\ -\frac{1}{2 c}\left(b+\frac{2}{x+C}\right) & ; \text { if } 4 a c-b^{2}=0\end{cases}
$$

where $C$ is an arbitrary constant.

## 3. Some Examples

Here, we illustrate some examples to consider some special cases. In these examples, we assume that the above conditions are satisfied and the general solutions of the GRDE are obtained easily.
Example 3.1. Consider the first-order nonlinear differential equation for $x \geq x_{0}>0$

$$
\begin{equation*}
w^{\prime}(x)=\frac{4}{x^{2}}-\frac{2}{x} w(x)+x^{2} w^{2}(x) \tag{3.1}
\end{equation*}
$$

For this equation the conditions of (2.3) are satisfied with $p(x)=\frac{4}{x^{2}}, q(x)=-\frac{2}{x}$, and $r(x)=-x^{2}$. Thus, by Theorem $2.2 \alpha \beta=-4<0$ and the general solution of Eq. (3.1) is obtained as

$$
w(x)=\frac{2}{x^{2}}\left(\frac{\sin 2 x-C \cos 2 x}{\cos 2 x+C \sin 2 x}\right),
$$

where $C$ is an arbitrary constant.

Example 3.2. Consider the first-order nonlinear differential equation

$$
\begin{equation*}
w^{\prime}(x)=\frac{9 e^{x \arctan x}}{\sqrt{x^{2}+1}}+(\arctan x) w(x)+\left(4 e^{-x \arctan x} \sqrt{x^{2}+1}\right) w^{2}(x) . \tag{3.2}
\end{equation*}
$$

For this equation the conditions of (2.3) are satisfied with $p(x)=\frac{9 e^{x \arctan x}}{\sqrt{x^{2}+1}}, q(x)=\arctan x$, and $r(x)=4 e^{-x \arctan x \sqrt{x^{2}+1}}$. Thus, by Theorem $2.2 \alpha \beta=-36<0$ and the general solution of Eq. (3.2) is obtained as

$$
w(x)=\frac{3 e^{x \arctan x}}{2 \sqrt{x^{2}+1}}\left(\frac{\sin 6 x-C \cos 6 x}{\cos 6 x+C \sin 6 x}\right),
$$

where $C$ is an arbitrary constant.
Example 3.3. Consider the first-order nonlinear differential equation for $x \geq x_{0}>0$

$$
\begin{equation*}
w^{\prime}(x)=x^{x} e^{-x}+(\ln x) w(x)-\left(x^{-x} e^{x}\right) w^{2}(x) . \tag{3.3}
\end{equation*}
$$

Note that the conditions of (2.3) are satisfied with $\alpha=\beta=-1, p(x)=x^{x} e^{-x}, q(x)=\ln x$, and $r(x)=-x^{-x} e^{x}$. Thus, by Theorem 2.2 $\alpha \beta=1>0$ and general solution of Eq. (3.3) is

$$
w(x)=-x^{x} e^{-x}\left(\frac{1-C e^{2 x}}{1+C e^{2 x}}\right)
$$

where $C$ is any constant.
Example 3.4. Consider the first-order nonlinear differential equation

$$
\begin{equation*}
w^{\prime}(x)=1+5 w(x)+9 w^{2}(x) . \tag{3.4}
\end{equation*}
$$

For this equation $p(x)=1, q(x)=5$, and $r(x)=9$ are constant functions and conditions of (2.3) not satisfied. Thus, we can not use the Theorem 2.2 for the general solution of the Eq. (3.4). But we can use the Remark 2.3 for the general solution of equation, Eq. (3.4) and the general solution obtained as

$$
w(x)=\frac{1}{6}\left(\frac{1+C \exp \left(\frac{3}{2} x\right)}{1-C \exp \left(\frac{3}{2} x\right)}\right),
$$

where $4 a c-b^{2}=-9<0$ and $C$ is any real constant.
Example 3.5. Consider the first-order nonlinear differential equation

$$
\begin{equation*}
w^{\prime}(x)=1+4 w(x)+4 w^{2}(x) . \tag{3.5}
\end{equation*}
$$

If we use the Remark 2.3 for the equation Eq. (3.5) we get the general solution as

$$
w(x)=-\frac{1}{4}\left(2+\frac{1}{x+C}\right)
$$

where $4 a c-b^{2}=0$ and $C$ is any real constant.

## 4. Conclusion

In this paper, we have obtained the general solution of a class of first-order nonlinear ordinary differential equation, which called GRDE. We have converted the GRDE into a homogeneous system of first-order differential equations. In order to do this we use two well-known transformations as explained above. The first transformation converts the nonlinear first-order ordinary differential equation Eq. (1.1) to a linear second-order ordinary differential equation Eq. (1.5). The second one converts Eq. (1.5) to a homogeneous system of first order differential equations Eq. (2.1). Then, by using the fact of the Section 2, we give general solution of a particular class of GRDE. Examples were given here for each case demonstrate the present method.

## Article Information

Acknowledgements: The authors would like to express their sincere thanks to the editor and the anonymous reviewers for their helpful comments and suggestions.

Author's contributions: All authors contributed equally to the writing of this paper. All authors read and approved the final manuscript.
Conflict of Interest Disclosure: No potential conflict of interest was declared by the author.
Copyright Statement: Authors own the copyright of their work published in the journal and their work is published under the CC BY-NC 4.0 license.

Supporting/Supporting Organizations: No grants were received from any public, private or non-profit organizations for this research.
Ethical Approval and Participant Consent: It is declared that during the preparation process of this study, scientific and ethical principles were followed and all the studies benefited from are stated in the bibliography.
Plagiarism Statement: This article was scanned by the plagiarism program. No plagiarism detected.
Availability of data and materials: Not applicable.

## References

[1] J. J. O’Connor, E. F. Robertson, Jacopo Francesco Riccati, Retrieved from https://mathshistory.st-andrews.ac.uk/Biographies/Riccati/, 1996
[2] W. T. Reid, Riccati Differential Equations, Academic Press, New York, 1972.
[3] B. D. Anderson, J. B. Moore, Optimal control-linear quadratic methods, Prentice-Hall, New Jersey, 1999.
[4] S. Bittanti, P. Colaneri, G. Guardabassi, Periodic solutions of periodic Riccati equations, IEEE Trans. Autom. Control, 29 (1984), $665-667$.
[5] I. Lasiecka, R. Triggiani, Differential and Algebraic Riccati Equations with Application to Boundary/point Control Problems: Continuous Theory and Approximation Theory, Lecture Notes in Control and Information Sciences, Volume 164, Berlin, Springer, 1991.
[6] C. Yang, J. Hou, B. Qin, Numerical solution of Riccati differential equations by using hybrid functions and tau method, International Scholarly and Scientific Research \& Innovation, 6(8) (2012), 871-874.
[7] E. W. Noussair, C. A. Swanson, Oscillation of semilinear elliptic inequalities by Riccati equation, Can. Math. J., 32(4) (1980), $908-923$.
[8] C. A. Swanson, Comparison and oscillation theory of linear differential equations, Math. Sci. Eng., Volume 48, Academic Press, 1968.
[9] C. A. Swanson, Semilinear second order elliptic oscillation, Canad. Math. Bull., 22 (1979), 139-157.
[10] H. Davis, Introduction to Nonlinear Differential and Integral Equations, Courier Dover Publications, 1962.
[11] E. L. Ince, Ordinary Differential Equations, Dover Publications, New York, 1956.
12] A. D. Polyanin, V. F. Zaitsev, Handbook of Exact Solutions for Ordinary Differential Equations, 2nd Edition, Chapman\& Hall/CRC, Boca Raton, 2003.
[13] N. Saad, R. L. Richard, H. Çiftçi, Solutions for certain classes of the Riccati differential equation, J. Phys. A: Math. Theor., 40 (2007), $10903-10914$.
[14] D. Zwillinger, Handbook of Differential Equations, Academic Press, Boston, 1989.
[15] L. Bougoffa, New conditions for obtaining the exact solutions of the general Riccati equation, Sci. World J., Article ID 401741 , (2014) 8 pages.
[16] T. Harko, S. N. Lobo Francisco, M. K. Mak, Analytical solutions of the Riccati equation with coefficients satisfying integral or differential conditions with arbitrary functions, Univers. J. Appl. Math. 2(2) (2014), 109-118
[17] M. K. Mak, T. Harko, New further integrability cases for the Riccati equation, Appl. Math. Comput., 219 (2013), $7465-7471$.
[18] R. K. Nagle, E. B. Saff, A. D. Snider, Fundamentals of Differential Equations, 8th Edition, Pearson, 2012.


[^0]:    Email address and ORCID number: adil.misir@gmail.com, 0000-0002-4552-0769 (A. Misir)
    Cite as "A. Misır, A New Analytic Solution Method for a Class of Generalized Riccati Differential Equations, Univ. J. Math. Appl., 6(1) (2023),

