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1. INTRODUCTION

Hulse (3) and Zhang (13) first, introduced the
concept of conditional sequence entropy function
and investigated some properties of this function in
the non-fuzzy sense.

The author defined the fuzzy conditional sequence
entropy function and stated some important
properties of this function in (8).In another its work
(10), the author has recently introduced the notion
of the fuzzy conditional local entropy function and
investigated some important results relating to this
function.

It is the purpose of this paper to define the fuzzy
conditional sequence local entropy function and
show some fundamental results of this function.

2. FUZZY CONDITIONAL SEQUENCE
ENTROPY FUNCTION

Let (X,A,m,T) be a dynamical system.Where
(X,A,m) is a Lebesgue space and

T: (X,Am) > (X,A,m) is an invertible measure-
preserving transformation.We shall also refer to
(X,T) instead of (X,A,m,T) for convenience.For
details ,see,(2) and (11).

2.1 Definition.A dynamical system (Y,B,my,S) is
called a factor of the dynamical system (X,A,u,T) if
there exists a measure-preserving function ¢ : X —»
Y such that for all xe X, o(T(x)) = S(¢
(x)).Equivalently,we say that (X,A,m,T) is an
extension of (Y,B,my,S).

2.2 Definition

Let (Y,S) be a factor of the dynamical system (X,T)
and P ={p1,p2,...,pn} be a finite measurable
partition of (X, T).Then the quantity

H.(P/B)= ZH:IZ(Em(cR /B))dm = —Zn: m(p, /B)log(m(p; / B)

is called the conditional entropy function of a finite
measurable partition P with respect to the

c-algebra B.Where E (c, /B) isa conditional

expectation of the characteristic function C

) 1 if xep, )
defined by ¢, (X) = ) for i
' 0 if xep,
=1,...,n,m(pi/ B) is conditional measure of p;
with respect to the c-algebra B defined by

m(p; N B)

m(p. /B) =
(P/B)=="5
fori=1,...,n,with m(B)>0and z : [0,0) >R
defined by

2(x) = — xlog x .if x>0
0 if x=0

is a non-negative,continuous and strictly concave
function.In this work,all logarithms will be to the
natural base ” e ”.For more properties of the
conditional expectation, see,(1) (2) and (11).
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2.3 Proposition

Let (Y,S) be a factor of the dynamical system (X,T)

and P and Q be two finite measurable partitions of

(X,T) with Hn (P/B) < o0 and Hp (Q/B) < o0 .Then,
(i) Hn (P /B) > 0.

(i) IFP1 B,thenHn (P/B)=0.

(i) If B ={ X, },then Hm (P/ B) = Hn(P).
Where Hm(P) is an entropy function of the finite
measurable partition P defined by

H,.(P)= Zn: z(m(p,)) .For details,see,(1) and
=

(11).
(v) IFP1 Q,then Hn (P/ B) < Hn (Q/B).

(V1) Hn (P UQ/ B) = Hmn (P/ B) + Hn (Q/ P U
B).

(vi) Hn(P UQ/ B) < Hm (P/ B) + Hm (Q/
B).For measurable partitions with finite conditional
entropy equality holds if and only if P and Q are
independent

i.e. m(P C Q)=m(P).m(Q).

(vin) If T is a measure-preserving
transformation,then Hy, (T-*P/T1B) = Hm (P/ B).

Proof. See,(1) and (11).
2.4 Definition

Following Zadeh (12),a pair (X,F) is called a fuzzy
set.Where X is an arbitrary non-empty setand A :
X — [0,1] is a membership function.That is,a
fuzzy set is characterized by a membership function
A from X to the closed unit interval | =[0,1].Thus,

we can identify a fuzzy set with its membership
function A.In this connection,A(X) is interpreted as
the degree of membership of a point xe X.The
family of all fuzzy sub sets is called a fuzzy class
and will be denoted by F.This family F is called a
fuzzy class. For details,see,(5) and (12).

Let (X,F,u) be a fuzzy probability measure
space.Where X is a fuzzy set, F is a fuzzy
c-algebra F defined on the a fuzzy set X and pis a
fuzzy probability measure defined on the fuzzy
measurable space (X,F).The elements of F are
fuzzy measurable events.For more properties of the
fuzzy probability measure space (X,F,u) ,see ,(5)
and (6).

2.5 Definition

Let (X,F,u) be a fuzzy probability measure space.
(i) The collection P = { As,...,An}of fuzzy sub sets

j

is called disjoint,if (V A) A A, =f
i-1

foreachj=1,2,...,n-1.

(ii) A collection P = { As,...,As } of disjoint fuzzy
sub sets is called a finite fuzzy partition if and only

it X =V A.

(iii) A collection P = { A1,...,An Jwith Aj € F for i
=1,2,....,n-1 is called a complete system of fuzzy
events if and only if P isa fuzzy partition of X.

(v) Let P and Q be two fuzzy complete
systems.Then,P and Q are independent

if andonlyif w(P.Q)=u(P). un(Q). Where P.
Q is a fuzzy product of P and Q defined by (P .
Q) (X)) = P(X). Q(x) forall x e X.For details,
see,(5),(6) and (12).

2.6 Definition

Let (X,F,n) be a fuzzy probability measure
space.The mapping

T : XF, B »> (XF p) is called a o-
homomorphism if it satisfies the following
properties;

() T(A) =T(A) forevery A e F.
(i) TV A,) =V T(A,) for any fuzzy sequence

(An)neN cF.
(iii) (TA) = u(A) foreach A € F.

The quadruple (X,F,u,T) is called a fuzzy
dynamical system.One will write briefly (X,T)
instead of (X,F,u,T) for convenience.For more
properties of the fuzzy dynamical system,see,(4)
and (6)

2.7 Theorem

Suppose that the dynamical system (Y,S) is a
factor of the dynamical system (X,T).Let P be a
finite fuzzy complete system of the fuzzy

dynamical system (X,T) with Hu(P/ F1) < o0 and let
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D = (tn)n=1 be a sequence of integers with t; =
. 1 n

0.Then lim sup = H_(VTY"P/F,) exists.
n—o0 n i=1

Proof.See ,Theorem 3.4 of (8).
2.8 Definition

Let (Y,S) be a factor of the dynamical system
(X,T) and P be a finite fuzzy complete system of
(X,T) with Hy (P/ F1) < oo and let D = (ty)n>1 be a
sequence of integers with t; = 0.Then the limit
function

horo (T.PIF) =lim sup ~H (VT*P/F,)
' n—oo n i=

is called the fuzzy conditional sequence entropy
function of finite fuzzy complete system P with
respect to the fuzzy c-algebra Fi.

2.9 Proposition

Suppose that the dynamical system (Y,S) is a
factor of the dynamical system (X, T).Let P, Q be
two finite fuzzy complete systems of (X, T) with Hy,
(P/ F1) <owand Hy (Q/ F1) <wand D = (t))n=1 be a
sequence of integers with t; = 0.Then,

() huo (TP Fi) < hupo (T,P).Where
hmf,D(T;P):Li_TOSUp%Hm(i\lthi P) is

called the fuzzy sequence entropy function of T
with respect to the finite complete system P with
Hy (P) < oo.(For details See,(7)).

(i) IFP 1 Q,then hytp (T,P/ F1) < hytp (T,Q/ F1).
(i) hytp (T,P U Q/ F1) < hygp (T,P/ F1) + hutp
(T,Q/ Fi).For finite fuzzy complete systems with
finite fuzzy conditional entropies equality holds if
and only if P and Q are independent.

Proof.See ,Proposition 3.7 of (8).
2.10 Proposition

Suppose that the fuzzy dynamical system (VY,S) is a
factor of the fuzzy dynamical system (X,T).Let P
be a finite complete system of (X,T) with Hy (P/ F1)
< oo and let D = (t))n=1 be a sequence of integers
with t; = 0.Then,

(@i) hyspo (T,P/F1) >0.

(i) IFP1 Fythen hyep (T,P/F1) = 0.

(iii) If F1={X,¢ }.then hysp (T,P/ F1) =
huo(T,P).

(v) If T is a fuzzy probability measure-preserving
c-homomorphism ,then

huso (T,TP/TTFy) = huso (T,P/ Fa).

Proof . (i),(ii) and (iii) follow easily from
Definition 2.2 and Proposition 2.3 (i),(ii) and (iii).
(v) If T is a fuzzy probability measure-preserving
c-homomorphism, we have from the Proposition
2.3 (vinn)

Hy (TP/TT Fy) = Hy (P/ F1) (2.1).Therefore, we
can also write the following
equality;

Ho(V T (TIPITR) = H, (VT P/F,)
2.2)

Dividing the equality (2.2) by n > 0 and taking the
superior limit for n — oo, we obtain the result from
the Theorem 2.7 and Definition 2.8;

hp,f,D (T,T'1P/T'1 F]_) = hu,f,D (T,P/ F1) (23)

2.11 Definition

Let (Y,S) be a factor of fuzzy dynamical system
(X,T) and let P be a fuzzy finite complete system of
(X,T) with H, (P/ F1)<wo.We cosider D = (to)n>1 a
sequence of integers with t; = 0.Then the quantity

huto (T/ F1) = {huso (T,P/ F1) : P is a finite fuzzy
complete system of X with H,(P/ F1) < «} is called
the fuzzy conditional sequence entropy function of
the fuzzy dynamical system (X,T).Where the
supremum is taken over all finite fuzzy complete
systems with the finite fuzzy conditional entropies.

2.12 Proposition
(i) hyspo (T/ F1) 2 0.

(ii) If P is a o-sub algebra of Fy,then hysp (T/ F1) =
0.

(iii) If F1 = { X,¢ },then hyeo (T/ F1) = hueo (T).

Where hyip (T) = { husp (T,P) : P isafinite fuzzy
complete system of X with H, (P)<oo }

is a fuzzy sequence entropy function of the fuzzy
dynamical system (X,T).For details See, (7)
(v) hyspo (T/ F1) < hysp (T).

Proof . (i),(ii) (iii) and (1v) follow easily from
Proposition 2.9 (i),(ii) , Proposition 2.10 (i),(ii) and
(iii) and Definition 2.11.
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2.13 Proposition. Let (Y,S) be a factor of the
fuzzy dynamical system (X,T) and

D = (ta)n=1 be a sequence of integers with t; =
0.Then h (o (S/F)<hy o (T/F,).
Proof.Let ¢ be a fuzzy probability measure

preserving function.If Q is finite fuzzy complete
system of (Y,S) with H (Q/F,) <o then 9'Q

is a finite fuzzy complete system of (X,T) with H,
(0'Q/ F1) < 0.

Then,it is easy to see that
j H(VS'Q=V( Q) @)

Therefore.we can also write the following equality,

Hol (V S'Q)/F) = H, (VT Q/F)
(2.5).

Dividing the equality 2.5 by n>0 and taking the
superior limit for n — oo,we obtain the following
equalities from the Theorem 2.7 and Definition 2.8;

huto (¢S,Q/ F1) = hueo (T,¢™Q/ F1) (2.6) and also

Nomr o(SQ/F)=h, , (SQIF,)=

hoio(TJ "Q/F)
@.7).

Hence,we have from the Definition 2.11,

hm,f,D (S/F)= ZUp{hm,f,D (SQ/F):Qis

a finite fuzzy complete systemof Y with

H m (Q/F,)) < o}

by the Equality 2.7

= sup {hutp (T,¢Q/ F1):¢'Q is a finite fuzzy
i

complete system of X with Hy (¢1Q/ F1)<oo}

by the Proposition 2.9 (iii)

< Sup { huso (T,P/ Fy) : Pis a finite fuzzy
P

complete system of X with H, (P/ F1)<oo }(2.8)
yazilir.

Therefore the result follows from the Definition 2.
h m o (S/ F1) < huseo (T/ F1) (2.9).

3. FUzzy CONDITIONAL SEQUENCE
LOCAL ENTROPY FUNCTION

3.1 Definition. Let (VY,S) be a factor of the fuzzy
dynamical system (X,T) and let P be a finite fuzzy
complete system of (X, T) with H, (P/ F1)<c and D
= (tn)n=1 be a sequence of integers with t; = 0.
Then,the quantity Lo (T/ F1) = hpso(T/ Fy) - hutp
(T,P/ Fy)

is called the fuzzy conditional sequence local
entropy function.

3.2 Proposition. (i) Lysp (T/ F1) > 0.
(i) IFP T Fy,then Lyuso(T/ F1) = 0.

@ii)y If F1 = {X,ohthen Lusp (T/ F1) = Luip
(T).Where Lysp (T) = hyso (T) - hy so (T,P)

is a fuzzy sequence local entropy function.For
details,see,(9).

(IV) Lp,f,D (T/ F1) < Lu,f,D (T)

Proof .(i) This follows from the Proposition 2.10
(i),Proposition 2.12 (i) and Definition 3.1.

(i) If P 1 Fy,then we write the following equalities
from the Proposition 2.10(ii) Proposition 2.12 (ii)
and Definition 3.1,

huso (T,P/ F1) =0 (3.1) and hysp (T/ F1) =0 (3.2).
Hence,we obtain the result from the Defnition 3.1,
Luto (T/ F1) =0(3.3).

@iii) If F = { X,¢6 }we write the following
equalities from the Proposition 2.10 (iii) and

Proposition 2.12 (iii),

hutp (T,P/ F1) = huso (T,P) (3.4) and hyspo (T/ F1) =
husp(T) (3.5).

Therefore, we can also write the following
equality;

hp,f,D (T/ F1) - hu,f,D (T,P/ Fl) = hp,f,D (T) - hp,f,D
(T,P) (3.6).
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Hence, the result follows from the Definition 3.1,
Lufo (T/ F1) = Lugp (T) (3.7).

(iv) Let P be a finite fuzzy complete system of
(X,T) with H, (P/ F1)<eo .Then,we have from the
Proposition 2.9 (i) and Proposition 2.12 (1v),

huro (T.P/ F1) < hueo (T,P) (3.8) and hyro (T/ Fa)
<Nyt (T) (3.9)

Therefore, we write the following equality;

hu,f,D (T/ F]_) - hp,f,D (T,P/ F1) < hp,f,D (T) - hu,f,D
(T,P) (3.10).

Hence,we obtain the result from the Defnition 3.1,
Luto (T/ F1) < Luto (T) (3.11).

3.3 Proposition. We consider that (Y,S) is a factor
of fuzzy dynamical system (X,T).Let P be a a
finite fuzzy complete system of (X,T) with Hyu(P/
F1) < e and Q be a finite fuzzy complete system of

(v,5) with H, (Q/F;) <0 and D = (t)n=1 be a

sequence of integers with

ty = 0.Then,

Loio(S/F) <Ly o (T/FR)+hy o (T,P/F) —hy o (S Q/F)

Proof. If (Y,S) is a factor of fuzzy dynamical
system (X, T),then we have the following inequality
from the Proposition 2.13,

hy o (SIF) <h.: o (T/F) (3.12)

Let P be a finite fuzzy complete system of (X,T)
with H, (P/F7) < oo,

Since hy¢p(T,P/F1) = 0,from the Proposition 2.10
(i),we can write the following inequality,
hm,f,D(S/ Fl) - hm‘LD(T’ P/ Fl) < hmJ,D(T / F1) - hm‘LD(T’ P/ Fl)

(3.13)

Therefore,we obtain from the Definition 3.1,
hm'f'D(S/ F) < LmyfyD(T/F1)+ hmf'D(T, P/F)
(3.14)

Let Q be a finite fuzzy complete system of (Y,S)
with H,, (Q/F,) <oo.

As h,;5(SQ/F) >0 from the Propsition

2.10 (i),we can also write the following inequlity;

thD,(S/ F1)_hm‘1‘D(SxQ/ ':1)S LmLD(T/F1)+thD(Tl P/ Fl)_hrq"D(SlQ/ F1)

(3.15)
Hence, the result follows from the Definition 3.1,

Lo (S/R) <Ly o(T/F)+hy o (T.P/F)=h,  n(SQ/F)
(3.16)
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