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Abstract
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1. Introduction

The history of q-mathematics, which has many applications in mathematics and engineering, is so old that it goes back to the time of Euler.
With q 6= 1, the q-analogue of the integer n is given by the following expression;

[n]q =
1−qn

1−q
.

If lim
α→1−

aα
nk (q) = ank (q), a matrix Aα (q) =

(
aα

nk (q)
)

is called an α-generalization of the matrix A(q) = (ank (q)). Also, if lim
q→1−

ank (q) = ank,

a matrix Aα (q) =
(
aα

nk (q)
)

is called an q-generalization of the matrix A = (ank).
For 0 < α,q < 1, the genaralized αq-Cesàro matrix Cα

q is defines, as follows;

cα
nk (q) =

{
(αq)n−k

1+q+···+qn , 0≤ k ≤ n
0 , n < k.

(1.1)

In this case, α → 1− in this matrix,

cnk (q) =

{
qn−k

1+q+···+qn , 0≤ k ≤ n
0 , n < k.

q-Cesàro matrix is obtained.
If q→ 1− is written in the q-Cesàro matrix,

cnk =

{ 1
n+1 , 0≤ k ≤ n
0 , n < k.

(1.2)

the well-known (1.2) Cesàro matrix of order one, C1 is obtained. The spectrum and spectral decomposition of this matrix over various
spaces are discussed in [24], [29] and [51] studies. More information about the q-Cesàro matrix can be found in [29, 48]. Spectra and
spectral decompositions of Cesàro operators over various spaces have been discussed by many authors with different techniques (See [2]-[6],
[13]-[16], [40]-[44], [49], [50]).
This paper is about the spectrum and spectral decompositions of the αq-Cesàro operator on Banach space c0. Here c0 is the space of complex
sequences converging to zero, which is considered with the supremum norm.
We will make a brief reminder that the reader has a basic knowledge of the spectrum of a bounded linear operator T on an infinite dimensional
Banach space X .
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Let N0 := {0,1,2, . . .} and C denote the set of complex numbers.
If there is an inverse operator (T −λ I)−1 for λ ∈ C, then R(λ ;T ) := T−1

λ
:= (T −λ I)−1 is called the resolvent operator of T and thus the

spectrum and the usual discrete spectrum of the operator T can be summarized with the following Table:

1 2 3
R(λ ;T ) exists R(λ ;T ) exists R(λ ;T )
and is bounded and is unbounded does not exists

I R(T −λ I) = X λ ∈ ρ (T,X) – λ ∈ σp (T,X)

II R(T −λ I) = X λ ∈ ρ (T,X) λ ∈ σc (T,X) λ ∈ σp (T,X)

III R(T −λ I) 6= X λ ∈ σr (T,X) λ ∈ σr (T,X) λ ∈ σp (T,X)

Table 1. Goldberg’s and fine decomposition of the spectrum

If R(λ ;T ) exists, R(λ ;T ) is bounded and R(λ ;T ) is defined on a dense set in X , we write λ ∈ ρ (T,X) and ρ (T,X) is called the resolvent
set of T . It corresponds to I1∪ II1 in this Table. From the Closed Graph Theorem it is always I2 = /0. σ (T,X) = C\ρ (T,X) is the spectrum
of T and from the Table the set σ (T,X) consists of the union of sets I3, II2, II3, III1, III2, III3. The set I3 ∪ II3 ∪ III3 is called the point
spectrum of T and is denoted by σp (T,X). Essentially, σp (T,X) is the set of eigenvalues of T . The set III1 ∪ III2 is called the residual
spectrum of T and is denoted by σr (T ). As read from the Table 1, σr (T,X) is the set of λ ’s such that ”R(λ ;T ) exists as bounded or
unbounded, R(λ ;T ) is not defined on a dense in X”. The set II2 is called the continouous spectrum of T and is denoted by σc (T ). The set
σc (T ) can also be interpreted from the Table 1. The spectrum is a union of point spectrum, continuous spectrum, and residual spectrum, and
the sets that make up the union are disjoint two-by-two. If X is a Banach space then σ(T ∗,X∗) = σ(T,X). (A more detailed review for these
can be found in [37]. ) A fine separation of the spectrum is also done. This is called the Goldberg classification of the spectrum. Since
I3, II2, II3, III1, III2, III3 are subsets of the spectrum, these are replaced by the notations I3σ (T,X), II3σ (T,X), III3σ (T,X), II2σ (T,X),
III1σ (T,X), III2σ (T,X). Of course, since their union forms the spectrum, the point spectrum is finer than the residual spectrum and
continuous spectrum decomposition. Therefore, I3, II2, II3, III1, III2, III3 are called fine decomposition of the spectrum. (A more detailed
review for these can be found in [32].)
The fine spectrum of some bounded linear operators over various spaces has been specified by many authors (See, [1], [19], [25], [27], [28],
[30], [31], [33]-[36], [39], [45], [46], [47], [52]-[56]).
Let X be Banach space on a field K and T ∈ B(X). If (xn)⊂ X is a sequence such that ‖T xn‖→ 0 while n→ ∞ and ‖x‖= 1, then (xn) is
called a Weyl sequence for T . The set

σap (T,X) := {λ ∈K : there is a Weyl sequence for λ I−T}

is called the approximate point spectrum of T . The set

σδ (T,X) := {λ ∈K : λ I−T is not onto} ,

which is a subset of the spectrum, is called the defect spectrum of T . The set

σco (T,X) :=
{

λ ∈K : R(λ I−T ) 6= X
}

is called the compression spectrum of T . These three sets make up the non-discrete spectrum of the spectrum. In order to obtain this
non-discrete decomposition for a finite linear operator T , the following Table created in the articles [9]-[11], [17] and [18] is used, considering
the proposition and Theorems in [8].

(1) (2) (3)
R(λ ;T ) exists R(λ ;T ) exists R(λ ;T )
and is bounded and is unbounded does not exists

(I) R(λ I−T ) = X λ ∈ ρ (T,X) – λ ∈ σap (T,X)

R(λ I−T ) 6= X
(II) R(λ I−T ) = X λ ∈ ρ (T,X) λ ∈ σap (T,X) λ ∈ σap (T,X)

λ ∈ σδ (T,X) λ ∈ σδ (T,X)

(III) R(λ I−T ) 6= X λ ∈ σδ (T,X) λ ∈ σap (T,X) λ ∈ σap (T,X)
λ ∈ σδ (T,X) λ ∈ σδ (T,X)

λ ∈ σco (T,X) λ ∈ σco (T,X) λ ∈ σco (T,X)

Table 2. Non-discrete decomposition of the spectrum

Using Table 2, the non-discrete spectrum of some bounded linear operators on various spaces is determined (See, [7], [12], [20]-[23] ).
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2. Boundedness and Spectra of Cα
q

Our purpose in this section is to first show that Cα
q is a bounded linear operator on c0, and then determines its spectrum.

The following Lemma gives the constraint condition on the sequence space c0 of an operator given by an infinite matrix.

Lemma 2.1. [38, p.163] A = (ank) ∈ B(c0) if and only if ‖A‖= supn ∑k |ank|< ∞ and for each k, lim
n→∞

ank = 0.

Lemma 2.2. Let 0 < q < 1, 0 < α < 1. Then Cα
q ∈ B(c0) and

∥∥Cα
q
∥∥= 1.

Proof. For each k,

lim
n→∞

cnk = lim
n→∞

(αq)n−k

1+q+ · · ·+qn = lim
n→∞

(αq)n−k

1−qn+1

1−q

= 0.

Since α < 1,∥∥Cα
q
∥∥ = supn

∞

∑
k=0
|cnk| = supn

∞

∑
k=0

(αq)n−k

1+q+···+qn ≤ 1 (2.1)

So, it is obtained that Cα
q ∈ B(c0). Also, we have

∥∥Cα
q
∥∥ = sup

x 6=θ

‖Cα
q (x)‖c0
‖x‖c0

= sup
x 6=θ

∥∥∥(x0,
αq

1+q x0+
1

1+q x1,···
)∥∥∥

c0
‖x‖c0

x=e0
≥
∥∥∥(1, αq

1+q ,
α2q2

1+q+q2 , · · ·
)∥∥∥

c0

= sup
(

1, αq
1+q ,

α2q2

1+q+q2 , · · ·
)
= 1

(2.2)

From 2.1 and 2.2, we get
∥∥Cα

q
∥∥= 1. Thus, the conditions of Lemma 2.1 are met, that is, we obtain Cα

q ∈ B(c0).

If 0 < q < 1 and 0 < α < 1, there is always m ∈ N0 such that α < qm. It should be noted that α < q0 = 1.

Now let’s determine the point spectrum. For brevity, we will take Am :=
m
∑

k=0
qk, Cm := 1

Am
for m = 0,1,2, . . . and

Em := {C1,C2, . . . ,Cm : α < qm} .

Theorem 2.3. Let 0 < q < 1 and 0 < α ≤ 1. Then, if α < qm then

σp
(
Cα

q ,c0
)
= Em

and if α = 1 then σp
(
Cα

q ,c0
)
= /0.

Proof. Let Cα
q x = λx. Thus, the following equations can be written;

x0 = λx0
1

1
∑

k=0
qk
(αqx0 + x1) = λx1

1
2
∑

k=0
qk

(
(αq)2 x0 +αqx1 + x2

)
= λx2

...
1

n
∑

k=0
qk

(
(αq)n x0 +(αq)n−1 x1 + · · ·+αqxn−1 + xn

)
= λxn

...

(2.3)

If x0 6= 0, then since (1−λ )x0 = 0 in the 1st row of equation (2.3), we get λ = 1. Again, we find x1 = αx0, x2 = α2x0,. . . , xn = αnx0 from
the 2nd row, the 3rd row and the (n+1)th row of the equation (2.3), respectively. Hence, xn = αnx0 is obtained for every n. Thus, since
0 < α < 1, the eigenvector corresponding to λ = 1 is x = (αn) ∈ c0.
Similarly, let xm be the first nonzero term of the sequence (xn). Thus, from the mth row of the equation (2.3)λ − 1

m
∑

k=0
qk

xm = 0

is found. Hence, we have

λ =
1

m
∑

k=0
qk

, (2.4)
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since xm 6= 0. Since x1 = x2 = x3 = · · ·= xm−1 = 0, from the (m+1)th, (m+2)th and (m+n)th rows of the equation (2.4) with this λ ,

xm+1 = αq
qm+1

(
m
∑

k=0
qk
)

xm = αq
qm+1 Amxm

xm+2 = α2q2

(qm+1)2(1+q)
AmAm+1xm

xm+3 = α3q3

(qm+1)3(1+q)(1+q+q2)
AmAm+1Am+2xm

...
xm+n = αnqnAmAm+1···Am+n−1

(qm+1)nA1···An−1
xm

...

are obtained. Hence, we have

lim
n→∞

xm+n

xm+n−1
= lim

n→∞

α

qm

[
1+qn 1−qm

1−qn

]
=

α

qm .

If α < qm, then ∑
∞
n=0 |xm+n| series converges from the ratio test. So, for α < qm, we have limn→∞ xm+n = 0,. that is, the eigenvector

corresponding to λ =Cm for α < qm is x = (0,0, . . . ,0,xm,xm+1, . . . ,xm+n, . . .) ∈ c0. Continuing in this way, the proof of the theorem is
completed.

Remark 2.4. If 0 < q < 1 and 0 < α < 1, then since α < q0 = 1, C0 = 1 ∈ σp
(
Cα

q ,c0
)
.

Remark 2.5. The eigenvector corresponding to λ = 1 in Theorem 2.3 is x = (αn) ∈ c0 provided that 0 < α < 1. Obviously, if α = 1 then
this vector is not an eigenvector. Therefore, if α = 1 is taken, it does not contradict [51, Theorem 2.3]. If α = 1 is taken, [51, Theorem 2.3]
is still valid.

Remark 2.6. [57, p.266] If T : c0→ c0 is a bounded linear operator with matrix A, then it is known that the adjoint operator T ∗ : `1→ `1
is defined by the transpose of the matrix A. It is well-known that the dual space c∗0 of the space c0 is isomorphic to the space `1.

Let’s define β := 1−q
1−α2q2 and D := {λ ∈ C : |λ −β |< βαq} for simplicity.

Theorem 2.7. Let 0 < q < 1 and 0 < α < 1. Then

σp
([

Cα
q
]∗
,(c0)

∗ ' `1
)
= D∪Em.

Proof. Let x 6= 0 and C∗1 (q)x = λx. Then, we conclude that;

x0 +
(αq)
1
∑

k=0
qk

x1 +
(αq)2

2
∑

k=0
qk

x2 +
(αq)3

3
∑

k=0
qk

x3 + · · · = λx0

1
1
∑

k=0
qk

x1 +
(αq)
2
∑

k=0
qk

x2 +
(αq)2

3
∑

k=0
qk

x3 + · · · = λx1

1
2
∑

k=0
qk

x2 +
(αq)
3
∑

k=0
qk

x3 + · · · = λx2

...

Thus,

x1 = 1
αqλ

(λ −1)x0

x2 = 1
(αqλ )2 (λ −1)

λ − 1
1
∑

k=0
qk

x0

x3 = 1
q2 (λ −1)

(
λ − 1

1+q

)λ − 1
2
∑

k=0
qk

x0

...

where x0 6= 0 and so

xn =
x0

(αqλ )n

n

∏
k=1

λ − 1
k−1
∑

v=0
qv

 , x0 6= 0, n = 1,2, . . . .
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Using the assumption that one obtains λ ∈

1, 1
1
∑

k=0
qk
, 1

2
∑

k=0
qk
, . . . , 1

n
∑

k=0
qk
, . . .

.

If λ = 1 =C0, then C∗1 (q)x = x for x = (x0,0,0, . . .) 6= θ . That is, we have obtained that C0 = 1 is at σp
(
C∗1 (q) , `1

)
.

In this case, if λ = 1
1+q =C1, then C∗1 (q)x = 1

1+q x for x =
(
x0,− x0

α
,0,0, . . .

)
6= θ . So we have obtained that C1 ∈ σp

(
C∗1 (q) , `1

)
.

If we choose λ = 1
1+q+q2 =C2, then C∗1 (q)x = 1

1+q+q2 x for x =
(

x0,− (1+q)
α

x0,
q

α2 x0,0,0, . . .
)
6= θ . So we get C2 ∈ σp

(
C∗1 (q) , `1

)
.

Using a similar technique, it can be easily seen for other λ values;

{Cn}∞

n=1 ⊂ σp
(
C∗1 (q) ,(c0)

∗ ' `1
)
.

Let λ /∈
{

1, 1
1+q ,

1
1+q+q2 , . . .

}
. If we apply the ratio test to the series ∑xn;

lim
n→∞

∣∣∣ xn+1
xn

∣∣∣ = lim
n→∞

∣∣∣∣∣∣ 1
αqλ

λ − 1
n
∑

v=0
qv

∣∣∣∣∣∣
= lim

n→∞

∣∣∣ 1
αqλ

(
λ − 1−q

1−qn+1

)∣∣∣
=
∣∣∣ 1

αqλ

(
λ − 1−q

limn→∞(1−qn+1)

)∣∣∣
(2.5)

procedured which implies∣∣∣ 1
αqλ

(λ − (1−q))
∣∣∣< 1⇔

∣∣∣1− 1−q
λ

∣∣∣< αq
λ=u+iv⇔

∣∣∣1− 1−q
u2+v2 u+ 1−q

u2+v2 vi
∣∣∣< αq

⇔
(

1− (1−q)
u2+v2 u

)2
+

(1−q)2

(u2+v2)2 v2 < α2q2

⇔
∣∣∣λ − (1−q)

(1−α2q2)

∣∣∣< (1−q)αq
1−αq .

(2.6)

(2.6) shows us, if
∣∣∣λ − 1

1+q

∣∣∣< q
1+q , then (xn) ∈ `1. Thus, σp

([
Cα

q
]∗
, `1
)

is as follows;

σp
([

Cα
q
]∗
, `1
)
=

{
λ ∈ C :

∣∣∣∣λ − 1−q
1−α2q2

∣∣∣∣< (1−q)αq
1−α2q2

}
∪
{

1,
1

1+q
,

1
1+q+q2 , . . .

}
.

Since Cm+1, Cm+2, . . . ∈ D for α > qm, m = 0,1,2, . . .,

σp
([

Cα
q
]∗
, `1
)
= D∪Em

is obtained.

Since c0 is a Banach space, σ
([

Cα
q
]∗
, `1
)
= σ

(
Cα

q ,c0
)

and σp
(
Cα

q ,c0
)
⊂ σ

(
Cα

q ,c0
)
. Let’s determine the spectrum of Cα

q using these.
It was also shown in [29] that the lower triangular double band matrix 4a,b can be the inverse of the C1 (q) q-Cesaro matrix. Using the
spectrum of the inverse matrix, he determined the spectrum of C1 (q) on the sequence space `p with the help of the spectral transformation
theorem. We will use this idea in the following Theorem. First, let’s define the lower triangular double band matrix. An infinite matrix
defined as

4a,b =



a0 0 0 0 . . .
b0 a1 0 0 . . .

0 b1 a2 0
. . .

0 0 b2 a3
. . .

...
...

...
. . .

. . .


is called a lower triangular double band matrix with a variable sequence, where (ak) and (bk) are two nonzero sequences of real numbers

with

lim
n→∞

an = a and lim
n→∞

bn = b 6= 0. (2.7)

This matrix defines a4a,b : c0→ c0 operator with

4a,bx =4a,b(xk) = (akxk +bk−1xk−1)
∞
k=0 with x−1 = b−1 = 0 (2.8)

It has been shown by El-Shabrawy in [27] that this operator is a bounded linear operator on c0 and its spectrum is determined.
The generalized αq-Cesàro matrix Cα

q for 0 < α , q < 1 is also given by

Cα
q =


1 0 0 0 . . .

αq
1+q

1
1+q 0 0 . . .

α2q2

1+q+q2
αq

1+q+q2
1

1+q+q2 0
. . .

...
...

...
. . .

. . .

 . (2.9)
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The matrix Cα
q : c0→ c0 has an inverse

[
Cα

q
]−1 and this inverse matrix is given by

[
Cα

q
]−1

=



A0 0 0 0 . . .
B0 A1 0 0 . . .

0 B1 A2 0
. . .

0 0 A2 A3
. . .

...
...

...
. . .

. . .


,

where

An = 1+q+q2 + · · ·+qn and Bn =−αqan for all n ∈ N0. (2.10)

Therefore,

lim
n→∞

An = lim
n→∞

(
1+q+q2 + · · ·+qn)= lim

n→∞

1−qn+1

1−q = 1
1−q = A,

lim
n→∞

Bn = lim
n→∞
−αq

(
1+q+q2 + · · ·+qn)=− αq

1−q = B
(2.11)

is obtained from (2.10). It is clearly seen that the operators
[
Cα

q
]−1 and Cα

q are bijective. It has also been shown in [27] that4a,b =
[
Cα

q
]−1

is bounded on the sequence space c0 and 0 6∈ σ(4a,b,c0).

Theorem 2.8. Let 0 < q < 1 and 0 < α < 1. Then

σ
(
Cα

q ,c0
)
= D∪Em.

Proof. From Theorem 2.7, we get

D∪
{

1,
1

1+q
,

1
1+q+q2 , . . .

}
⊂ σ

([
Cα

q
]∗
, `1
)
= σ

(
Cα

q ,c0
)

.

Since

D∪
{

1, 1
1+q ,

1
1+q+q2 , . . .

}
= {λ ∈ C : |λ −β | ≤ βαq}

∪
{

1, 1
1+q ,

1
1+q+q2 , . . .

}
∪{1−q}

= {λ ∈ C : |λ −β | ≤ βαq}∪{C0,C1,C2, . . .}∪{1−q} ,

{Cm+1,Cm+2, . . .} ∈ D and 1−q ∈ D, we have

{λ ∈ C : |λ −β | ≤ βαq}∪Em ⊂ σ
(
Cα

q ,c0
)

.

Also, since

|Cm−β | ≤ βαq; α = qm ⇔
∣∣∣ 1−q

1−qm+1 − 1−q
1−α2q2

∣∣∣≤ (1−q)αq
1−α2q2

α=qm

⇔ (1−q)
∣∣∣ 1

1−αq −
1

1−α2q2

∣∣∣≤ (1−q)αq
1−α2q2

⇔
∣∣∣ 1+αq

1−α2q2 − 1
1−α2q2

∣∣∣≤ αq
1−α2q2

⇔ αq
1−α2q2 ≤ αq

1−α2q2 ,

if α = qm for a m ∈ N, it should be noted that λ =Cm is the point at the right end of the circle and on the x-axis.
From the explanation the above theorem

[
Cα

q
]−1 is invertible and bounded on c0. In [27], It is known that σ

(
4a,b,c0

)
= σ

([
Cα

q
]−1

,c0

)
=

F ∪G, where F = {λ ∈ C : |λ −a| ≤ |b|} and G = {am : k ∈ N, |am−a|> |b|}. Since a = 1
1−q and b =− αq

1−q from (2.11), we have

|λ −a| ≤ |b| ⇔
∣∣∣∣λ − 1

1−q

∣∣∣∣≤ αq
1−q

and

|am−a|> |b| ⇔
∣∣∣ 1−qm+1

1−q −
1

1−q

∣∣∣> αq
1−q

⇔ qm+1

1−q > αq
1−q ⇔ qm+1 > αq

⇔ α < qm.

From the spectral maping Theorem, it must be as follows;

σ
(
Cα

q ,c0
)

=
{

1
λ
∈ C : λ ∈ σ

([
Cα

q
]−1

,c0

)}
=
{ 1

λ
∈ C : |λ −a| ≤ |b|

}
∪
{

1
am

: m ∈ N, |am−a|> |b|
}

.

=
{

1
λ
∈ C :

∣∣∣λ − 1
1−q

∣∣∣≤ αq
1−q

}
∪
{

1
am

: m ∈ N,α < qm
}

.

=
{

1
λ
∈ C :

∣∣∣λ − 1
1−q

∣∣∣≤ αq
1−q

}
∪Em.
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Let µ = 1
λ

. Since

µ =
1
λ

= x+ iy⇔ λ =
1
µ

=
1

x+ iy
=

x
x2 + y2 − i

y
x2 + y2 = u+ iv,

we have∣∣∣λ − 1
1−q

∣∣∣≤ αq
1−q ⇔

∣∣∣ 1
µ
− 1

1−q

∣∣∣≤ αq
1−q

⇔
∣∣∣ 1−q−µ

µ(1−q)

∣∣∣≤ αq
1−q ⇔ |µ− (1−q)| ≤ αq |µ|

⇔ (u− (1−q))2 + v2 ≤ (αq)2 (u2 + v2)
⇔ u2 + v2−2(1−q)u≤ (αq)2 (u2 + v2)
⇔
∣∣∣µ− 1−q

1−(αq)2

∣∣∣≤ αq (1−q)
1−(αq)2

⇔ |µ−β | ≤ αqβ .

As a result, we get

σ
(
Cα

q ,c0
)

=
{

λ ∈ C :
∣∣∣λ − 1−q

1−(αq)2

∣∣∣≤ 1−q
1−(αq)2 αq

}
∪Em.

Remark 2.9. In Theorem 2.8, since Em ⊂
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣≤ q
1+q

}
as α → 1−, we get

σ (C1 (q) ,c0) =
{

λ ∈ C :
∣∣∣λ − 1−q

1−q2

∣∣∣≤ 1−q
1−αq2 q

}
∪Em

=
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣≤ q
1+q

}
.

This shows that [51, Theorem 2.6] is still valid when as α → 1−.

3. Various Spectral Decompositions

First of all, let’s decompose the spectrum into the continuous spectrum, point spectrum and residual spectrum.

3.1. Classical decomposition of the spectrum

From Theorem 2.3, if α < qm then we know that

σp
(
Cα

q ,c0
)
= {1,C1, . . . ,Cm}

for 0 < q < 1 and 0 < α < 1 where Cm = 1
Am

= 1
1+q+···+qm .

Theorem 3.1. Let 0 < q < 1 and 0 < α < 1. Then

σr
(
Cα

q ,c0
)
= {λ ∈ C : |λ −β |< βαq}

where β = 1−q
1−α2q2 .

Proof. Since σr
(
Cα

q ,c0
)
= σp

(
C∗1 (q) , `1

)
\σp

(
Cα

q ,c0
)
, it is clear that

σr
(
Cα

q ,c0
)
= {λ ∈ C : |λ −β |< βαq}

from Theorem 2.3 and Theorem 2.7.

Theorem 3.2. Let 0 < q < 1 and 0 < α < 1. If α = qm, then

σc
(
Cα

q ,c0
)
= {λ ∈ C : |λ −β |= βαq}\{Cm}

and if α 6= qm, then

σc
(
Cα

q ,c0
)
= {λ ∈ C : |λ −β |= βαq}

where β = 1−q
1−α2q2 .

Proof. Since

σc
(
Cα

q ,c0
)
= σ (C1 (q) ,c0)\

{
σp (C1 (q) ,c0)∪σr

(
Cα

q ,c0
)}

,

the result is clear from Theorem 2.3, Theorem 2.8, Theorem 3.1 and Table 1.
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3.2. Goldberg’s Classification of Spectrum

Now let’s give the Goldberg classification of the spectrum for the Cα
q operator.

Let us give the following Lemma to be used in calculation of I I I 2σ
(
Cα

q ,c0
)
.

Lemma 3.3. [32, p.60]A linear operator T has a bounded inverse if and only if T ∗ is onto.

Theorem 3.4. Let 0 < q < 1 and 0 < α < 1. Then

I I I 2σ
(
Cα

q ,c0
)
= {Cm+1,Cm+2, . . .}

where Cn =
1

An
= 1

1+q+···+qn and α < qm.

Proof. Since Cm+1,Cm+2, . . . ∈ {λ ∈ C : |λ −β |< βαq} for α < qm, {Cm+1,Cm+2, . . .} ⊆ σr
(
Cα

q ,c0
)

is obtained from Theorem 3.1.
Hence, {Cm+1,Cm+2, . . .}∈I I I 1σ

(
Cα

q ,c0
)
∪I I I 2σ

(
Cα

q ,c0
)

is valid. Let us now show that {Cm+1,Cm+2, . . .}∈I I I 2σ
(
Cα

q ,c0
)
.

For this we will use Lemma 3.3.
For every y ∈ `1, is there x ∈ `1 such that

(
Cα

q −λ I
)∗ x = y?

Let
(
Cα

q −λ I
)∗ x = y. In this case, the equations

(1−λ )x0 = y0

(1−λ )x1 +
αq

1+q x2 +
(αq)2

1+q+q2 x3 +
(αq)3

1+q+q2+q3 x4 + · · · = y1(
1

1+q −λ

)
x2 +

(αq)
1+q+q2 x3 +

(αq)2

1+q+q2+q3 x4 + · · · = y2

...

are valid. Let’s consider these equations sequentially, two by two. If we subtract multiple αq of the lower equation from the upper equation
and subtract xn, then we get

xn = x0

(αqλ )n−1

n−1
∏
i=0

(λ −Ci)+
y0

(λqα)n−1

n−1
∏
i=1

(λ −Ci)

+
n−1
∑

i=1

1
λAi

yi

(qα)n−i

n−1
∏

v=i+1
(λ −Cv)− 1

λ
yn+1.

(3.1)

where Ai = ∑
i
k=0 qk and Cv =

1
Av

. If λ ∈ {Cm+1,Cm+2, . . . ,Cn}, then xn =− 1
λ

yn with x ∈ `1. Hence, we get (yn) ∈ `1 because (yn) ∈ `1. As
a result, the operator

(
Cα

q −λ I
)∗ is surjective. So, from Lemma 3.3, the operator Cα

q −λ I for λ ∈ {Cm+1,Cm+2, . . .} has bounded inverse
and , so we have

{Cm+1,Cm+2, . . .} ⊂I I I 2σ
(
Cα

q ,c0
)

{Cm+1,Cm+2, . . .} inclusion.
Now let λ /∈ {Cm+1,Cm+2, . . .}. In Table 1, since C0, C1, . . . , Cm /∈ I I I , we can assume that λ 6= Cn for every n ∈ N. In this case,
considering that y ∈ `1 from (3.1), sequence of (xn) is convergent if and only if the product

∞

∏
v=0

λ − 1
v
∑

k=0
qk


is convergent. If the infinity product is convergent, the limit of the general term is 1, so it must be

lim
v→∞

λ − 1
v
∑

k=0
qk

= lim
v→∞

λ − 1−q
1−qv+1 = λ − (1−q) = 1,

that is, λ = 2−q. If λ 6= 2−q, then the infinite product becomes divergent. Hence, if λ 6= 2−q, then x /∈ `1. That is, if

λ /∈ {Cm+1,Cm+2, . . .}∪{2−q} ,

the operator
(
Cα

q −αI
)∗ is not onto. So from Lemma 3.3, Cα

q −αI has not bounded inverse for λ /∈ {Cm+1,Cm+2, . . .}∪{2−q}. Therefore,
we have

{Cm+1,Cm+2, . . .} ⊆I I I 2σ
(
Cα

q ,c0
)
⊆ {Cm+1,Cm+2, . . .}∪{2−q} .

Let’s assume that λ = 2−q. From (3.1), the first component of sequence (xn) which is the first component

x0

(αq(2−q))n

n−1

∏
v=0

(λ −Cv)
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go to zero even if the infinite product bounded, 1
(αq(2−q))n → ∞ is necessary. However, we know that 0 < α,q < 1, so 0 < αq(2−q)< 1 is

valid. From here, since (αq(2−q))n→ 0 for λ = 2−q, x /∈ c0 and thus x /∈ `1 are obtained. This means that the operator
(
Cα

q −λ I
)∗ is not

surjective for λ = 2. Hence, with Lemma 3.3, the operator Cα
q −λ I has no bounded inverse for λ = 2−q. Thus

I I I 2σ
(
Cα

q ,c0
)
= {Cm+1,Cm+2, . . .}

is obtained.

Corollary 3.5. Let 0 < q < 1 and 0 < α < 1. Then

I I I 1σ
(
Cα

q ,c0
)
= D\{Cm+1,Cm+2, . . .}

where Cn =
1

An
= 1

1+q+···+qn and α < qm

Proof. We know from Table 1 that σr(Cα
q ,c0) = I I I 1σ

(
Cα

q ,c0
)
∪I I I 2σ

(
Cα

q ,c0
)
. Now, if we consider Theorem 3.1 and Theorem

3.4, it is seen that I I I 1σ
(
Cα

q ,c0
)
= D\{Cm+1,Cm+2, . . .}.

Corollary 3.6. Let 0 < q < 1 and 0 < α < 1. If α = qm, then

I I 2σ
(
Cα

q ,c0
)
= {λ ∈ C : |λ −β |= βαq}\{Cm}

and if α 6= qm, then

I I 2σ
(
Cα

q ,c0
)
= {λ ∈ C : |λ −β |= βαq}

where β = 1−q
1−α2q2 .

Proof. The proof is clear from Theorem 3.2.

Let us give the following Lemma to be used in calculation of I I I 2σ
(
Cα

q ,c0
)
.

Lemma 3.7. [32, Theorem II 3.7]A linear operator T has a dense range if and only if the adjoint operator T ∗ is one-to-one.

Theorem 3.8. Let 0 < q < 1 and 0 < α < 1. Then

I I I 3σ
(
Cα

q ,c0
)
= {C1,C2, . . . ,Cm}

where Cn =
1

An
= 1

1+q+···+qn and α < qm.

Proof. We know from Table 1 and Theorem 2.3 that

σp
(
Cα

q ,c0
)

= I3σ
(
Cα

q ,c0
)
∪I I 3σ

(
Cα

q ,c0
)
∪I I I 3σ

(
Cα

q ,c0
)

= {C1,C2, . . . ,Cm}

for α < qm. Let
(
Cα

q − I
)∗ x = θ and x0 = 1. Thus, we get

x1 = 1
λαq (λ −1)

x2 = 1
(λαq)2 (λ −1)

(
λ − 1

1+q

)
...

xm = 1
(λαq)m

m
∏

k=0
(λ −Ck) .

From the expressions

λ =C1 =
1

1+q ⇒
(
Cα

q − I
)∗ x1 = 0

where x1 =
(

1, 1
αqC1

(C1−1) ,0, . . .
)
6= θ

λ =C2 =
1

1+q+q2 ⇒
(
Cα

q − I
)∗ x2 = 0

where

x2 =

(
1,

1
αqC2

(C2−1) ,
1

(C2αq)2 (C2−1)
(

C2−
1

1+q

)
,0, . . .

)
6= θ

...
λ =Cm = 1

∑
m
k=0 qk ⇒

(
Cα

q − I
)∗ xm = 0

where

xm = (1,
1

Cmαq
(Cm−1),

1

(Cmαq)2 (Cm−1)(Cm−
1

1+q
), . . . ,

1

(Cmαq)2

m

∏
k=0

(Cm−Ck),0, . . .) 6= θ ,

there is θ 6= x ∈ `1 such that
(
Cα

q −λ I
)∗ x = 0 for λ ∈ {C1,C2, . . . ,Cm}. Thus

(
Cα

q −λ I
)∗ is not 1:1 for λ ∈ {C1,C2, . . . ,Cm}. From

Lemma 1, the operator Cα
q − λ I does not have a dense image for λ ∈ {C1,C2, . . . ,Cm}. Consequently, we have I I I 3σ

(
Cα

q ,c0
)
=

{C1,C2, . . . ,Cm}.

Corollary 3.9. Let 0 < q < 1 and 0 < α < 1. I3σ
(
Cα

q ,c0
)
= I I 3σ

(
Cα

q ,c0
)
= /0.

Proof. Since σp
(
Cα

q ,c0
)
= I3σ

(
Cα

q ,c0
)
∪I I 3σ

(
Cα

q ,c0
)
∪I I I 3σ

(
Cα

q ,c0
)

from Table 1, the required result is obtained from
Theorems 2.3 and 3.8.
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3.3. Non-discrete Spectrum of the spectrum (defect spectrum, approximate point spectrum, compression spectrum)

Now, let’s determine the defect spectrum, the approximate point spectrum, the compression spectrum of the operator Cα
q using Table 2.

Theorem 3.10. Let 0 < q < 1 and 0 < α < 1. The following expressions yield;
(a) σap

(
Cα

q ,c0
)
=
{

λ ∈ C :
∣∣∣λ − 1−q

1−α2q2

∣∣∣= (1−q)αq
1−α2q2

}
∪{Cm+1,Cm+2, . . .} , if α < qm,

(b) σδ

(
Cα

q ,c0
)
=
{

λ ∈ C :
∣∣∣λ − 1−q

1−α2q2

∣∣∣≤ (1−q)αq
1−α2q2

}
∪{C0,C1, . . . ,Cm} if α < qm,

(c) σco
(
Cα

q ,c0
)
=
{

λ ∈ C :
∣∣∣λ − 1−q

1−α2q2

∣∣∣< (1−q)αq
1−α2q2

}
∪{C0,C1, . . . ,Cm} if α < qm.

Proof. (a) We know that the following expression exists from Table 2;

σap
(
Cα

q ,c0
)
= σ

(
Cα

q ,c0
)
\I I I 1σ

(
Cα

q ,c0
)

. (3.2)

The desired result is obtained by using the above expression (3.2), Theorem 2.8 and Corollary 3.5.
(b) We know that the following expression exists, from Theorem 3.4 and Table 2;

σδ

(
Cα

q ,c0
)
= σ

(
Cα

q ,c0
)
\I1σ

(
Cα

q ,c0
)
. (3.3)

The desired result is obtained by using the above expression (3.3), Theorem 2.8 and Corollary 3.9.
(c) We know that the following expression exists from Table 2;

σco
(
Cα

q ,c0
)
= σr

(
Cα

q ,c0
)
∪I I I 3σ

(
Cα

q ,c0
)

(3.4)

The desired result is obtained by using the above expression (3.4), Theorem 3.1 and Theorem 3.8.

Corollary 3.11. Let 0 < q < 1 and 0 < α < 1.
(a) σap

([
Cα

q
]∗
, `1
)
=
{

λ ∈ C :
∣∣∣λ − 1−q

1−α2q2

∣∣∣≤ (1−q)αq
1−α2q2

}
∪{C0,C1, . . . ,Cm} if α < qm,

(b)

σδ

(
Cα∗

1 (q) , `1
)

=
{

λ ∈ C :
∣∣∣λ − 1−q

1−α2q2

∣∣∣= (1−q)αq
1−α2q2

}
∪{Cm+1,Cm+2, . . .} , if α < qm.

Proof. We know from [8] that

σap(
[
Cα

q
]∗
, `1) = σδ (C

α
q ,c0)

and

σδ (
[
Cα

q
]∗
, `1) = σap(Cα

q ,c0).

By using Theorem 3.10, we conclude the proof.

4. Applications

In the examples below, we will assign values for 0 < q < 1 and 0 < α < 1. We will try to show the spectrum and spectral decompositions of
Cα

q corresponding to these values with the figure.

Example 4.1. σp

(
C0,99

0,01 ,c0

)
= {1}, σ

(
C0,99

0,01 ,c0

)
= {λ ∈ C : |λ −0,99900097| ≤ 0,000989}∪{1},
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Example 4.2. σp

(
C0,5

0,5 ,c0

)
= {1,0.66}, σ

(
C0,5

0,5 ,c0

)
= {λ ∈ C : |λ −0,99900097| ≤ 0,000989}∪{1},

Example 4.3. α = q5

5. Discussion and Conclusion

The spectra of Cesàro operators and generalizations of this operator with different techniques have been discussed by various authors. Their
properties, characterization and examination of several sequence spaces has an extensive literature (See [2]-[6], [13]-[16],[40]-[44], [49],
[50]).
For example, in the following theorems, spectral decompositions of the generalized q−Cesàro operator in various sequence spaces are
investigated.

Theorem 5.1. [24]Let 0 < q < 1 and 0 < α < 1. Then Cq : c→ c is a bounded operator with
∥∥Cq

∥∥
c = 1 and

1. σ
(
Cq,c

)
=
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣≤ q
1+q

}
.

2. σp
(
Cq,c

)
= {1}.

3. σr
(
Cq,c

)
=
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣< q
1+q

}
∪{1}.

4. σc
(
Cq,c

)
=
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣= q
1+q

}
\{1}.

Theorem 5.2. [51]Let 0 < q < 1 and 0 < α < 1. Then Cq : c→ c is a bounded operator with
∥∥Cq

∥∥
c0
= 1 and

1. σ
(
Cq,c0

)
=
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣≤ q
1+q

}
.

2. σp
(
Cq,c0

)
= /0.
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3. σr
(
Cq,c0

)
=
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣< q
1+q

}
.

4. σc
(
Cq,c0

)
=
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣= q
1+q

}
\{1}.

Theorem 5.3. [29]Let 0 < q < 1 and 0 < α < 1. Then Cq : `p→ `p is a bounded operator and

1. σ
(
Cq, `p

)
=
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣≤ q
1+q

}
.

2. σp
(
Cq, `p

)
= /0.

3. σr
(
Cq, `p

)
=
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣< q
1+q

}
∪{1}.

4. σc
(
Cq, `p

)
=
{

λ ∈ C :
∣∣∣λ − 1

1+q

∣∣∣= q
1+q

}
\{1}.

The theorems mentioned above have been a source of motivation for this study. The purpose of this article is to examine various spectral
decompositions of Cα

q =
(
cα

nk (q)
)

such as the spectrum, the fine spectrum, the approximate point spectrum, the defect spectrum, and the
compression spectrum on the sequence space c0. The results are original and may inspire various studies on this subject.
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[41] J.I. Okutoyi, On the spectrum of Cesàro operator, P.h.D. Thesis Birmingham University, 1986.
[42] J.I. Okutoyi, On the spectrum of C1 as an operator on bv0, J. Aust. Math. Soc., A 48 (1) (1990), 79–86.
[43] J.T. Okutoyi, On the spectrum of C1 as an operator on bv, Commun. Fac. Sci. Univ. Ank. Series A1, 41 (1992), 197–207.
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