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Abstract

In nonparametric regression research, estimation of regression function is a prime concern. Recently, researchers developed some modified Nadaraya-Watson (N-W) regression estimators utilizing robust mean, median and harmonic mean. In this paper, we propose to utilize the additive combination of non-traditional measures i.e. (Hodges-Lehmann, Mid-Range, Tri-Mean, Quartile-Deviation) with the robust minimum covariance determinant (MCD) scale estimator in (N-W) regression estimator. Utilizing these measures, we get some new versions of (N-W) regression estimator. We also attempted to derive the properties of the proposed versions, such as bias, variance, mean square error (MSE), and mean integrated square error (MISE). The proposed estimators are compared with some of the existing estimators available in literature through a simulation study, utilizing two artificial populations. We also incorporated real-life application by taking British food data set denoted as Engel95, and assess the predictive ability of nonparametric regression, based on proposed and existing N-W estimators.
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1. Introduction

Most research areas, particularly econometrics, focus on methods that address probabilistic or random phenomena involving relevant data. Modelling or Formulating the basic probabilistic structure of data, that is uncertainty in the process, is a critical task, which can be used to describe the adopted mechanism to create the data. Therefore, in such circumstances, parametric and nonparametric methods of explored density estimation have commonly used to define the structures and subsequently create inferences about the unknown but "real or true" models. A parametric model assumes the density is known to a few parameters, whereas a non-parametric model enables a high degree of flexibility in the feasible form, it is generally assumed to belong to some infinite set of curves.

In recent years, several nonparametric models have been created and used for the concerned purposes. There were two reasons behind this, the flexibility in data analysis and advancement in computer technology, which allows us to use the nonparametric techniques easily. In bivariate studies, as an example, exploring the association between the "independent" and "dependent" variables is of common interest, one feasible way is through the mean regression function to define such an association. The flexible estimation method makes no assumption on the form of this function. The form must be determined entirely through the data and this means that non-parametric estimation is desirable [2].

Let $Y_i \in \mathbb{R}$ be the response random variable and $X_i \in \mathbb{R}$ be the independent random variable such that $Y_i = m(X_i) + \varepsilon_i$, for $i = 1, 2, ..., n$. Where $m(X_i)$ is the regression function due to $(X_i, Y_i)$ with unknown but common probability density function $f$. It is also well understood that $m(x)$ is a conditional mean curve, where

$$m(x) = \int y f(y|x) dy.$$  \hspace{1cm} (1.1)

It is worth mentioning that $f(x, y)$ be the joint and $f(x)$ be the marginal density function. The estimate of $m(x)$ is as follows:

$$\hat{m}(x) = \int y \hat{f}(y|x) \hat{f}(x) dy.$$  \hspace{1cm} (1.2)

As we know that $m(x)$ is unknown, so a nonparametric kernel estimation of the regression function can be obtained [6]. Suppose $x_i$ for $i = 1, 2, ...n$ be the random sample of size $n$ from the random variable with density function $f(x)$. The estimate of $f(x)$ is as given below:

$$\hat{f}(x_i) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right),$$  \hspace{1cm} (1.3)

where $K$ denotes kernel probability density function (pdf) $\forall x_i$. Further, $h$ represents fixed bandwidth. The kernel i.e. K, based fulfills the following conditions:

- $\int K(u) du = 1$
- $\int uK(u) du = 0$
- $\int u^2 K(u) du \neq 0$.

There are many kernel functions available in literature however Gaussian is the most famous kernel function, see [2,5,7,8,22,23].

The rest of the article is structured as follows. Section 2 includes a brief review of some existing estimators of the N-W kernel function. In Section 3, Non-traditional measures besides MCD robust estimator are discussed. Section 3 also includes the proposed class of the N-W kernel regression estimator. Numerical illustration, includes simulation study
and real-life application, besides its computational results, are presented in Section 4. Finally, the essential conclusions that drown from the results are covered in Section 5.

2. Review of some N-W kernel regression estimators

The classical Nadaraya-Watson (N-W) kernel estimator of the regression function is obtained as

$$
\hat{m}_1(x) = \frac{\sum_{i=1}^{n} y_i K \left( \frac{x - X_i}{h} \right)}{\sum_{i=1}^{n} K \left( \frac{x - X_i}{h} \right)},
$$

(2.1)

where $h$ is a fixed bandwidth based on Silverman’s [19] rule of thumb.

According to [10] and [2], for long-tailed and multi-modal distributions varying bandwidth is preferable rather than fixed bandwidth. So (N-W) kernel estimator with varying bandwidth can be used as given below:

$$
\hat{m}_2(x) = \frac{\sum_{i=1}^{n} \frac{y_i}{b(x_i)} K \left( \frac{x - X_i}{b(x_i)} \right)}{\sum_{i=1}^{n} \frac{1}{b(x_i)} K \left( \frac{x - X_i}{b(x_i)} \right)},
$$

(2.2)

where

$$
b(x_i) = \frac{h}{\sqrt{\hat{f}(x_i)}}
$$

due to [1].

Silverman [19] extended the idea of [1] and introduced the following bandwidth factor

$$
b(x_i) = h\Psi_{G.M},
$$

where

$$
\Psi_{G.M} = \left[ \frac{\hat{f}(x_i)}{G.M} \right]^{-\alpha},
$$

where G.M denotes geometric mean and $\alpha = 0.5$ due to [1]. Hence, (N-W) kernel estimator due to [19], as given below:

$$
\hat{m}_3(x) = \frac{\sum_{i=1}^{n} \frac{y_i}{h\Psi_{G.M}} K \left( \frac{x - X_i}{h\Psi_{G.M}} \right)}{\sum_{i=1}^{n} K \left( \frac{x - X_i}{h\Psi_{G.M}} \right)},
$$

(2.3)

Demir and Toktamis [6] utilized A.M rather than G.M in bandwidth factor as follows:

$$
b(x_i) = h\Psi_{A.M},
$$

where

$$
\Psi_{A.M} = \left[ \frac{\hat{f}(x_i)}{A.M} \right]^{-\alpha},
$$

where A.M denotes arithematic mean and $\alpha = 0.5$. Hence, (N-W) kernel estimator due to [6], as given below:
\[ m_4(x) = \frac{\sum_{i=1}^{n} y_i K \left( \frac{x - X_i}{h \Psi_{A.M}} \right)}{\sum_{i=1}^{n} K \left( \frac{x - X_i}{h \Psi_{A.M}} \right)}, \quad (2.4) \]

Khulood and Lutfiah [13] utilized range in bandwidth factor as follows:
\[ b(x_i) = h \Psi_R, \]
where
\[ \Psi_R = \left[ \frac{\bar{f}(x_i)}{R} \right]^{-\alpha}, \]
where R denotes range and \( \alpha = 0.5 \). Hence, (N-W) kernel estimator due to [13], as given below:
\[ m_5(x) = \frac{\sum_{i=1}^{n} y_i K \left( \frac{x - X_i}{h \Psi_R} \right)}{\sum_{i=1}^{n} K \left( \frac{x - X_i}{h \Psi_R} \right)}. \quad (2.5) \]

Ali [2] utilized Trimmed Mean (Tr), Median (M.D) and Harmonic Mean (H.M) in bandwidth factor as follows:
\[ b(x_i) = h \Psi_{Tr}, \quad b(x_i) = h \Psi_{M.D}, \quad b(x_i) = h \Psi_{H.M}, \]
where
\[ \Psi_{Tr} = \left[ \frac{\bar{f}(x_i)}{Tr} \right]^{-\alpha}, \quad \Psi_{M.D} = \left[ \frac{\bar{f}(x_i)}{M.D} \right]^{-\alpha}, \quad \Psi_{H.M} = \left[ \frac{\bar{f}(x_i)}{H.M} \right]^{-\alpha}. \]

There defined (N-W) kernel estimators are as given below:
\[ m_6(x) = \frac{\sum_{i=1}^{n} y_i K \left( \frac{x - X_i}{h \Psi_{Tr}} \right)}{\sum_{i=1}^{n} K \left( \frac{x - X_i}{h \Psi_{Tr}} \right)}, \quad (2.6) \]
\[ m_7(x) = \frac{\sum_{i=1}^{n} y_i K \left( \frac{x - X_i}{h \Psi_{M.D}} \right)}{\sum_{i=1}^{n} K \left( \frac{x - X_i}{h \Psi_{M.D}} \right)}, \quad (2.7) \]
\[ m_8(x) = \frac{\sum_{i=1}^{n} y_i K \left( \frac{x - X_i}{h \Psi_{H.M}} \right)}{\sum_{i=1}^{n} K \left( \frac{x - X_i}{h \Psi_{H.M}} \right)}. \quad (2.8) \]

The aim of the present paper is to propose some new improvements of the AN-W kernel regression utilizing some non-traditional and robust measures. Note that in upcoming lines, we will denote \( m_1(x) - m_8(x) \) as given below:

- N-W
- V.N-W
- G.M.N-W
- A.M.N-W
- R.N-W
- Tr.N-W
- M.D.N-W
- H.M.N-W.
3. Proposed class of N-W kernel regression estimators

In current section, initially we describe some non-traditional and robust measures. After that, we define novel class of adaptive Nadaraya-Watson kernel regression estimators.

3.1. Hodges-Lehmann (H-L) estimator

The $H-L$ estimator was proposed by [12]. Initially, it was suggested to predict the location parameter of one-dimensional populations, and then it was used for many more reasons, such as evaluating the differences between two populations’ members based on their generalized vector sampling population from univariate to multivariate. The set of all feasible subsets of a dataset with $n$ observations it has $n(n + 1)/2$ elements. The mean is calculated for each such subset; then, the average of these $n(n + 1)/2$ averages is defined as the location H-L estimator. The construction of (H-L) based on median of the pairwise Walsh averages [11].

3.2. Mid-range (M-R) estimator

The mid-range (M-R) estimator is a measure of central tendency defined as the average of the two extreme values in the data set. Rider [15] conducted a research on the distribution of M-R samples from five distinct symmetric populations of restricted range, and on the relative efficiency of M-R and mean in estimating the M-R/mean/median population. He stated that the M-R is more effective than the mean for all the populations studied (for more details see [4]). The (M-R) calculates as: $X_{L} + X_{M}$, where $X_{L}$ and $X_{M}$ denoting the minimum/lowest and maximum/highest order statistics of $X$. The construction of (M-R) based upon extreme values [9].

3.3. Tri-mean (T-M) estimator

The Tri-mean (T-M) estimator is a non-traditional measure of a probability distribution’s location parameter. The T-M estimator does not only take the central tendency into consideration but it also provides due significance to data distribution, so, it is described as a weighted average of the distribution’s mid quartile or median ($Q_2$) and its lower and upper quartiles ($Q_1$ and $Q_3$). For the lower quartile, 25% of the data set are less than or equal to its value, for the median 50% of the data set are less than or equal to its value and for the upper quartile 75% of the data set are less than or equal to its value. For more details see [3]. (T-M) is the weighted mean of quartiles and calculated as: $Q_1 + 2Q_2 + Q_3$, see [21].

3.4. Quartile-deviation (Q-D) estimator

The Quartile deviation (Q-D) estimator is a positional and absolute measure of data dispersion in any series which tries to minimize the error of range as a measure of dispersion. Unlike range, it avoids the use of extreme values and in its place uses the difference of and as a measure of dispersion. Since the Q-D estimator is equal to half of the IQR "Inter-Quartile Range" so sometimes it named the Semi IQR. It is calculated as: $Q_3 - Q_1$. For more details see [18].

3.5. MCD estimator

Rousseeuw [16] presented a minimum covariance determinant (MCD) robust estimator with a high breakdown point. Since Rousseeuw and Van Driessen [17] designed the computationally efficient fast algorithm, the MCD estimator appears to be used widely in many fields also used to supports the development of many robust multivariate techniques.
In the MCD method, all k-subsets \((n/2 < k < n)\) out of the dataset with \(n\) observations are considered. The MCD estimator is given by a subset of \(k\) observations with the lowest covariance determinant. The MCD scale estimate is the covariance matrix of those \(k\) observations.

3.6. Proposed versions of N-W

In current sub-section, we propose some new versions of N-W estimator using Hodges-Lehmann (H-L), Mid-Range (M-R), Tri-Mean (T-M) and Quartile-Deviation (Q-D), taking inspiration from [6], [13] and [2] work. The new versions of N-W estimators based on additive combination of non-traditional measures i.e. (H-L, M-R, T-M, Q-D) with the robust MCD scale estimator, instead of (G.M, A.M, H.M, Tr), during the computation of bandwidth factor in N-W function. The proposed versions of N-W are as given below:

\[
b(x_i) = h\Psi_{P1} = h(\Psi_{H-L} + \Psi_{MCD}), \quad b(x_i) = h\Psi_{P2} = h(\Psi_{M-R} + \Psi_{MCD}),
\]

\[
b(x_i) = h\Psi_{P3} = h(\Psi_{T-M} + \Psi_{MCD}), \quad b(x_i) = h\Psi_{P4} = h(\Psi_{Q-D} + \Psi_{MCD}).
\]

where

\[
\Psi_{H-L} = \left(\frac{\bar{f}(x_i)}{H - L}\right)^{-\alpha}, \quad \Psi_{M-R} = \left(\frac{\bar{f}(x_i)}{M - R}\right)^{-\alpha}, \quad \Psi_{T-M} = \left(\frac{\bar{f}(x_i)}{T - M}\right)^{-\alpha},
\]

\[
\Psi_{Q-D} = \left(\frac{\bar{f}(x_i)}{Q - D}\right)^{-\alpha}, \quad \Psi_{MCD} = \left(\frac{\bar{f}(x_i)}{MCD}\right)^{-\alpha}.
\]

Hence, our defined (N-W) kernel estimators are as given below:

\[
\hat{m}_{P1}(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{y_i}{h\Psi_{P1}} K \left(\frac{x - X_i}{h\Psi_{P1}}\right), \quad (3.1)
\]

\[
\hat{m}_{P2}(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{y_i}{h\Psi_{P2}} K \left(\frac{x - X_i}{h\Psi_{P2}}\right), \quad (3.2)
\]

\[
\hat{m}_{P3}(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{y_i}{h\Psi_{P3}} K \left(\frac{x - X_i}{h\Psi_{P3}}\right), \quad (3.3)
\]

\[
\hat{m}_{P4}(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{y_i}{h\Psi_{P4}} K \left(\frac{x - X_i}{h\Psi_{P4}}\right), \quad (3.4)
\]

Note that in upcoming lines, we will denote \(\hat{m}_{P1}(x) - \hat{m}_{P4}(x)\) as given below:

- P1.N-W
- P2.N-W
- P3.N-W
- P4.N-W.
It is worth mentioning that the authors, Demir and Toktamis [6], Khulood and Lutfiah [13], and, Ali [2] haven’t showed the properties of estimators analytically. So, in this article we have made an attempt to give the properties of estimators analytically. In general, let we represent estimators \( \hat{m}_P(x) \) - \( \hat{m}_P(x) \) as \( \hat{m}_P(x) \) and \( \Psi_{P1} - \Psi_{P4} \) denoted as \( \Psi_P \), respectively. Now, taking motivation from [20]. The bias, variance, mean square error (MSE) and mean integrated square error (MISE) of \( \hat{m}_P(x) \) is

\[
B(\hat{m}_P(x)) = \frac{(h\Psi_P)^2}{2} \mu_K \left( m''_p(x) + \frac{2m'_p(x)g'_p(x)}{g_p(x)} \right) + O(h\Psi_P)^2, \tag{3.5}
\]

\[
V(\hat{m}_P(x)) = \left( \frac{\sigma^2 \Psi_K}{g_p(x)} \right) \left( \frac{1}{nh\Psi_P} \right) + O \left( \frac{1}{nh\Psi_P} \right), \tag{3.6}
\]

where \( g_P(x) \) is the probability density function of the covariates \( X_1, X_2, \ldots, X_n \) and \( \mu_K = \int x^2 K(x) dx \). Further, \( \sigma^2 \) is the error of regression model and \( \Psi_K = \int K^2(x) dx \) is a constant of kernel function. As we know that

\[
MSE(\hat{m}_P(x)) = [B(\hat{m}_P(x))|^2 + V(\hat{m}_P(x)), \tag{3.7}
\]

\[
MSE(\hat{m}_P(x)) = \frac{(h\Psi_P)^4}{4} \mu_K \left( m''_p(x) + \frac{2m'_p(x)g'_p(x)}{g_p(x)} \right)^2 + \left( \frac{\sigma^2 \Psi_K}{g_p(x)} \right) \left( \frac{1}{nh\Psi_P} \right) + O(h\Psi_P)^4 + O \left( \frac{1}{nh\Psi_P} \right),
\]

and MISE is

\[
MISE(\hat{m}_P(x)) = \frac{(h\Psi_P)^4}{4} \mu_K \int \left( m''_p(x) + \frac{2m'_p(x)g'_p(x)}{g_p(x)} \right)^2 dx + \left( \frac{\sigma^2 \Psi_K}{nh\Psi_P} \right) \int \left( \frac{1}{g_p(x)} \right) dx + O(h\Psi_P)^4 + O \left( \frac{1}{nh\Psi_P} \right).
\]

Similarly, properties of [6], [13], and [2] estimators can also be obtained.

4. Numerical illustration

Two artificial populations (Pop-1 & Pop-2) and one real-life data set (Pop-3) considered for the purposes of the article in upcoming sub-sections.

4.1. Simulation Study (Pop-1 & Pop-2)

For simulation study, let us consider two simulated data sets. Simulated populations generated from the following regression model:

\[
y_i = m(X_i) + \epsilon_i, \quad 1 \leq i \leq 1500, \tag{4.1}
\]

with the functions

\[
m(X_i) = 2 \left( x - \frac{1}{2} \right) + \exp \left( -200 \left( x - \frac{1}{2} \right) \right)^2 + 1, \quad (\text{Bump}) \tag{4.2}
\]

\[
m(X_i) = \sin(2x\pi) + 2. \quad (\text{Sine}) \tag{4.3}
\]

The errors \( (\epsilon_i) \) are normally distributed with zero mean and variance 0.1 [6]. Graphical representation of simulated populations are also available in Figure 1. We draw four different sample sizes i.e. 10, 20, 100 and 150 for both data sets. Both populations in Figure 1 shows non-linearity, hence suitable for non-parametric techniques. Further, Gaussian kernel function is used for the purposes of the article with \( h = (0.5, 0.75, 1) \).
The steps of simulation can be summarized (in points), as follows:

- A sample containing \( n \) units is selected from Pop-1.
- Obtain MSE through each version of N-W i.e. \( MSE = \frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{n} \).
- Steps (1),(2) and (3) are repeated \( Z' = 7000 \) (say) times.
- The overall MSE is computed for each up-to \( Z' \) and than averaged as: \( AMSE = \frac{\sum_{j=1}^{Z'} MSE_j}{Z'} \).
- Through overall MSE computations, we find the percentage relative efficiency (PRE) of each N-W w.r.t classical N-W.

Where \( \hat{y}_i \) denotes estimated values through all the versions of N-W. Note that for Pop-2 we adapt same steps and calculate overall MSEs’ and hence their PREs, respectively. The PREs’ are available in Tables 1–4 for both populations.

**Table 1.** PREs of Pop-1 for small sample sizes (n=10,20).

<table>
<thead>
<tr>
<th>( \hat{\theta} )</th>
<th>( n = 10 )</th>
<th>( n = 20 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( h = 0.5 )</td>
<td>( h = 0.75 )</td>
</tr>
<tr>
<td>N-W</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>V.N-W</td>
<td>117.43</td>
<td>165.42</td>
</tr>
<tr>
<td>G.M.N-W</td>
<td>280.29</td>
<td>147.04</td>
</tr>
<tr>
<td>A.M.N-W</td>
<td>280.30</td>
<td>147.05</td>
</tr>
<tr>
<td>R.N-W</td>
<td>31.58</td>
<td>13.33</td>
</tr>
<tr>
<td>Tr.N-W</td>
<td>292.43</td>
<td>159.08</td>
</tr>
<tr>
<td>M.D.N-W</td>
<td>293.00</td>
<td>159.25</td>
</tr>
<tr>
<td>H.M.N-W</td>
<td>292.28</td>
<td>159.04</td>
</tr>
<tr>
<td>P1.N-W</td>
<td>508.18</td>
<td>544.67</td>
</tr>
<tr>
<td>P2.N-W</td>
<td>505.41</td>
<td>543.85</td>
</tr>
<tr>
<td>P3.N-W</td>
<td>508.70</td>
<td>544.83</td>
</tr>
<tr>
<td>P4.N-W</td>
<td>332.48</td>
<td>173.37</td>
</tr>
</tbody>
</table>
Table 2. PREs of Pop-1 for large sample sizes (n=100,150).

<table>
<thead>
<tr>
<th>$\hat{\theta}$</th>
<th>n = 100</th>
<th>n = 150</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h = 0.5$</td>
<td>$h = 0.75$</td>
</tr>
<tr>
<td>N-W</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>V.N-W</td>
<td>131.36</td>
<td>179.35</td>
</tr>
<tr>
<td>G.M.N-W</td>
<td>294.22</td>
<td>160.97</td>
</tr>
<tr>
<td>A.M.N-W</td>
<td>294.23</td>
<td>160.98</td>
</tr>
<tr>
<td>R.N-W</td>
<td>34.51</td>
<td>16.26</td>
</tr>
<tr>
<td>Tr.N-W</td>
<td>294.36</td>
<td>161.01</td>
</tr>
<tr>
<td>M.D.N-W</td>
<td>294.93</td>
<td>161.18</td>
</tr>
<tr>
<td>H.M.N-W</td>
<td>294.21</td>
<td>160.97</td>
</tr>
<tr>
<td>P1.N-W</td>
<td>522.11</td>
<td>558.60</td>
</tr>
<tr>
<td>P2.N-W</td>
<td>519.34</td>
<td>557.78</td>
</tr>
<tr>
<td>P3.N-W</td>
<td>522.63</td>
<td>558.76</td>
</tr>
<tr>
<td>P4.N-W</td>
<td>337.41</td>
<td>178.30</td>
</tr>
</tbody>
</table>

Table 3. PREs of Pop-2 for small sample sizes (n=10,20).

<table>
<thead>
<tr>
<th>$\hat{\theta}$</th>
<th>n = 100</th>
<th>n = 150</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h = 0.5$</td>
<td>$h = 0.75$</td>
</tr>
<tr>
<td>N-W</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>V.N-W</td>
<td>136.84</td>
<td>183.25</td>
</tr>
<tr>
<td>G.M.N-W</td>
<td>299.68</td>
<td>159.45</td>
</tr>
<tr>
<td>A.M.N-W</td>
<td>299.93</td>
<td>159.49</td>
</tr>
<tr>
<td>R.N-W</td>
<td>68.16</td>
<td>23.57</td>
</tr>
<tr>
<td>Tr.N-W</td>
<td>300.20</td>
<td>159.57</td>
</tr>
<tr>
<td>M.D.N-W</td>
<td>301.35</td>
<td>159.92</td>
</tr>
<tr>
<td>H.M.N-W</td>
<td>299.44</td>
<td>159.42</td>
</tr>
<tr>
<td>P1.N-W</td>
<td>658.45</td>
<td>565.83</td>
</tr>
<tr>
<td>P2.N-W</td>
<td>652.90</td>
<td>564.15</td>
</tr>
<tr>
<td>P3.N-W</td>
<td>659.89</td>
<td>566.26</td>
</tr>
<tr>
<td>P4.N-W</td>
<td>409.88</td>
<td>200.93</td>
</tr>
</tbody>
</table>

Table 4. PREs of Pop-2 for large sample sizes (n=100,150).

<table>
<thead>
<tr>
<th>$\hat{\theta}$</th>
<th>n = 100</th>
<th>n = 150</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h = 0.5$</td>
<td>$h = 0.75$</td>
</tr>
<tr>
<td>N-W</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>V.N-W</td>
<td>140.62</td>
<td>187.03</td>
</tr>
<tr>
<td>G.M.N-W</td>
<td>303.46</td>
<td>163.23</td>
</tr>
<tr>
<td>A.M.N-W</td>
<td>303.71</td>
<td>163.27</td>
</tr>
<tr>
<td>R.N-W</td>
<td>71.94</td>
<td>27.35</td>
</tr>
<tr>
<td>Tr.N-W</td>
<td>303.98</td>
<td>163.35</td>
</tr>
<tr>
<td>M.D.N-W</td>
<td>305.13</td>
<td>163.70</td>
</tr>
<tr>
<td>H.M.N-W</td>
<td>303.22</td>
<td>163.20</td>
</tr>
<tr>
<td>P1.N-W</td>
<td>662.23</td>
<td>569.61</td>
</tr>
<tr>
<td>P2.N-W</td>
<td>656.68</td>
<td>567.93</td>
</tr>
<tr>
<td>P3.N-W</td>
<td>663.67</td>
<td>570.04</td>
</tr>
<tr>
<td>P4.N-W</td>
<td>413.66</td>
<td>204.71</td>
</tr>
</tbody>
</table>
4.2. Real-life application (Pop-3)

British cross-section data (Engel95), consisting of a random sample taken from the British Family Expenditure Survey for 1995. The households consist of married couples with an employed head-of-household between the ages of 25 and 55 years. There are 1655 household-level observations in total. Data set contained ten variables. However, we consider two variables from the available ten variables namely, "Expenditure on food" as dependent variable and "Logarithm of total expenditure i.e. (logexp)" as independent variable. For more details see e.g. [14].

For diagnostic checking, either we should apply traditional linear regression on the referenced data set, let us check the presence of two major issues which may occur in a data set and may disturb the classical assumptions of OLS, namely, heteroskedasticity and autocorrelation. For assessment of heteroskedasticity issue, we apply Breusch-Pagan test (bptest) and Ramsey’s RESET test (resettest). For assessment of autocorrelation issue, we apply Durbin-Watson test (dwttest) and Breusch-Godfrey test (bgtest). The numerical descriptives’ of these tests are also provided in Table 5. As we see in Table 5, all the P-values < 0.05, of referenced tests. Hence, providing clear indication of the presence of heteroskedasticity and autocorrelation issues. Also from scatter plot in figure 3, we can see the non-linear relationship between dependent and independent variables. In light of diagnostic tests and scatter plot, we can say that traditional OLS is not suitable for our data set. So there is a need to incorporate a some sort of technique, which can provide us better results even under the presence of such issues i.e. heteroskedasticity and autocorrelation. One of the solution is to incorporate nonparametric (kernel) regression. So we apply nonparametric (kernel) regression technique utilizing existing and proposed versions of N-W kernel estimator. The objective of applying different versions of N-W is to compare the performance between them on the premise of predictive ability and highlight the most enhanced N-W kernel estimator. It is worth mentioning that we are using Gaussian kernel and the same values of $h$ as we utilized for artificial populations in Section 4.1. The results of PREs’ are available in Table 6 and 7.

Table 5. Results of diagnostic tests for (Engel95).

<table>
<thead>
<tr>
<th>Test</th>
<th>Value</th>
<th>Degree of Freedom</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>bptest</td>
<td>BP = 108.36</td>
<td>df = 1</td>
<td>p-value = 2.2e-16</td>
</tr>
<tr>
<td>resettest</td>
<td>RESET = 4.0872</td>
<td>df = 1</td>
<td>p-value = 0.01696</td>
</tr>
<tr>
<td>dwttest</td>
<td>DW = 1.8059</td>
<td>-</td>
<td>p-value = 3.868e-05</td>
</tr>
<tr>
<td>bgtest</td>
<td>BPLM = 15.315</td>
<td>df = 1</td>
<td>p-value = 9.097e-05</td>
</tr>
</tbody>
</table>

Table 6. PREs of (Engel95) for small sample sizes (n=10,20).

<table>
<thead>
<tr>
<th>$\hat{\theta}$</th>
<th>$h = 0.5$</th>
<th>$h = 0.75$</th>
<th>$h = 1$</th>
<th>$h = 0.5$</th>
<th>$h = 0.75$</th>
<th>$h = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-W</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>V.N-W</td>
<td>132.64</td>
<td>179.05</td>
<td>232.45</td>
<td>146.60</td>
<td>189.51</td>
<td>240.55</td>
</tr>
<tr>
<td>G.M.N-W</td>
<td>295.48</td>
<td>155.25</td>
<td>92.85</td>
<td>291.20</td>
<td>154.21</td>
<td>92.60</td>
</tr>
<tr>
<td>A.M.N-W</td>
<td>295.73</td>
<td>155.29</td>
<td>92.86</td>
<td>291.32</td>
<td>154.23</td>
<td>92.61</td>
</tr>
<tr>
<td>R.N-W</td>
<td>63.96</td>
<td>19.37</td>
<td>5.61</td>
<td>52.35</td>
<td>16.07</td>
<td>4.40</td>
</tr>
<tr>
<td>Tr.N-W</td>
<td>296.00</td>
<td>155.37</td>
<td>92.89</td>
<td>291.35</td>
<td>154.25</td>
<td>92.57</td>
</tr>
<tr>
<td>M.D.N-W</td>
<td>297.15</td>
<td>155.72</td>
<td>93.06</td>
<td>291.49</td>
<td>154.29</td>
<td>92.63</td>
</tr>
<tr>
<td>H.M.N-W</td>
<td>295.24</td>
<td>155.22</td>
<td>92.84</td>
<td>291.07</td>
<td>154.19</td>
<td>92.54</td>
</tr>
<tr>
<td>P1.N-W</td>
<td>654.25</td>
<td>561.63</td>
<td>343.39</td>
<td>531.42</td>
<td>554.76</td>
<td>340.82</td>
</tr>
<tr>
<td>P2.N-W</td>
<td>648.70</td>
<td>559.95</td>
<td>342.75</td>
<td>530.78</td>
<td>554.51</td>
<td>340.72</td>
</tr>
<tr>
<td>P3.N-W</td>
<td>655.69</td>
<td>562.06</td>
<td>343.55</td>
<td>535.63</td>
<td>554.83</td>
<td>340.85</td>
</tr>
<tr>
<td>P4.N-W</td>
<td>405.68</td>
<td>196.73</td>
<td>112.25</td>
<td>381.10</td>
<td>188.53</td>
<td>108.81</td>
</tr>
</tbody>
</table>
Table 7. PREs of (Engel95) for large sample sizes (n=100,150).

<table>
<thead>
<tr>
<th>( \hat{\theta} )</th>
<th>( n = 100 )</th>
<th>( n = 150 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( h = 0.5 )</td>
<td>( h = 0.75 )</td>
</tr>
<tr>
<td>N-W</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>V.N-W</td>
<td>133.76</td>
<td>167.98</td>
</tr>
<tr>
<td>G.M.N-W</td>
<td>211.19</td>
<td>141.53</td>
</tr>
<tr>
<td>A.M.N-W</td>
<td>211.70</td>
<td>141.62</td>
</tr>
<tr>
<td>R.N-W</td>
<td>108.23</td>
<td>58.98</td>
</tr>
<tr>
<td>Tr.N-W</td>
<td>212.28</td>
<td>141.91</td>
</tr>
<tr>
<td>M.D.N-W</td>
<td>214.55</td>
<td>142.85</td>
</tr>
<tr>
<td>H.M.N-W</td>
<td>210.66</td>
<td>141.42</td>
</tr>
<tr>
<td>P1.N-W</td>
<td>583.55</td>
<td>387.47</td>
</tr>
<tr>
<td>P2.N-W</td>
<td>571.20</td>
<td>381.92</td>
</tr>
<tr>
<td>P3.N-W</td>
<td>585.83</td>
<td>388.31</td>
</tr>
<tr>
<td>P4.N-W</td>
<td>296.67</td>
<td>183.27</td>
</tr>
</tbody>
</table>

4.3. Findings of numerical illustration

The computational results of numerical study are available in Tables 1, 3 and 6. These tables report the predictive ability performance of different versions of N-W, based on their PRE. Some major highlights are as follows:

- Tables 1 and 2 show the computational results of first simulated population. In Table 1, P3.N-W has the maximum PRE with sample size \( n=100 \), and the maximum PRE is associated with P1.N-W for sample size \( n=150 \) when \( h=0.5 \) or 1 while it returns to associated with P3.N-W when \( h=0.75 \).
- Tables 3 and 4 show the computational results of second simulated population. In Table 3, P3.N-W has the maximum PRE with both sample sizes i.e. \( n=100 \) and \( n=150 \).
- Tables 6 and 7 show the computational results of real-life data set. In Tables 6 and 7, P3.N-W has also the maximum PRE.
- In all the referenced populations, R.N-W has the least PRE as compare to all the proposed and existing versions of N-W.
- In all the referenced populations, P4.N-W is not providing improved results w.r.t. proposed versions of N-W. However, P4.N-W providing an improvement in results w.r.t. existing ones except for V.N-W.
- First three proposed versions (P1.N-W, P2.N-W, P3.N-W) are better than existing ones, in all the referenced populations. However, P3.N-W is dominating all the proposed and existing versions of N-W.
- By increasing sample size, MSE is decreasing. Hence, PRE is increasing by increasing sample size.

According to numerical illustration, we can say, proposed versions of N-W are the best ones except P4.N-W, because P4.N-W is only performing better with the minimum value of bandwidth i.e. \( h=0.5 \), at-least for the numerical experiments considered in current article. Which emphatically showed the improved performance in the sense of predictive ability of N-W versions. So the utilization of proposed versions is highly recommended, except P4.N-W.

5. Conclusion

In this study, taking inspiration from recent utilization’s of N-W kernel regression, we proposed some new versions of N-W based on additive combinations of non-traditional measures with the robust MCD scale estimator. The merits of the existing and proposed
versions have been evaluated by simulation study with different values of smoothing parameter i.e. \( h \) and Gaussian kernel function. A real-life application data (Engel95) is also considered for the purposes of the article. For incorporating (Engel95) data set according to our existing and proposed setting, we examined the issues of heteroskedasticity and autocorrelation through Breusch-Pagan test, Ramsey's RESET test, Durbin-Watson test and Breusch-Godfrey test. As these issues were present, hence the considered data set is suitable for our existing and proposed tools. The PRE computations are shown numerically in Tables 6 and 7. These computations highlight the predominance of the proposed N-W versions, at-least for the experimental circumstances considered in the article. Hence, the proposed versions of N-W are recommended for the enhancement of the predictive ability of kernel regression technique.
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