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Traffic accidents continue to be a significant issue in modern society. Accidents 
usually happen on dark, mountainous, narrow, steep and curved roadways. One 
of the primary causes of such accidents is the drivers’ weak sight brought on by 
the headlights of moving vehicles. In this study, a dynamic headlight model was 
designed using camera supported machine learning algorithms to improve the 
drivers’ vision during night drive. In this design, the issues of enabling a lighting 
field supported by image processing programmed with machine learning, 
dynamic adjustment of the high beam headlights’ LED cells in response to the 
vehicle approaching from the opposite direction, traffic-sign recognition system, 
lane-keeping system, and automatic adjustment of headlight angles were 
addressed. In this direction, a novel dynamic headlight model that will reduce 
the risk of accidents caused by lighting was presented, and its analyses were 
performed. 

Keywords: Vehicle headlight system, Machine learning, Traffic-sign recognition, Lane-keeping, 

Vehicle recognition 

 

1. Introduction 

Traffic accidents are the primary problem 

affecting human life. More than 25% of all the 
accidents in the USA [1], and about 15% of the 
accidents involving death in Germany arise 

from rear-end collisions [2]. When numerous 
accidents and their causes were analyzed, it was 

observed that they generally arise from a lack of 
perfection in human sight and attention. 
Moreover, the role of topography in the 

occurrence of these accidents is an inevitab le 
fact. The insufficiency of lighting and the 

presence of blind spots at points where the 
topography is uneven are also among the 

greatest causes of the accidents.  Due to blind 
spots, such areas are unable to be seen by 

looking ahead, or by looking via the wing 
mirrors [3,4].  In addition, the curves, poor 
infrastructure, and insufficient lighting on the 

roadways also cause the blind spots. Driving is 
principally a visual task, because the vision 

function contributes to 90% of the conditions 
required for driving [5].   Considering the 
importance of vision function during driving, 

the direct effect of the quality and flexibility of 
the vehicle’s lighting on the accident risk cannot 

be ignored [6].  
As seen in Figure 1, on double-lane roads, 
especially during night time and in dark 
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environments, the light of the vehicles 
approaching from the opposite direction is able 

to cause the drivers to go blind for a few 
seconds. 

 
Fig. 1. a) reflection of headlights, b) lighting caused by 

the vehicles approaching from the opposite direction. 

In intercity transportation, the drivers have to 

consider changing the high beam to low beam 
for the vehicles approaching from the opposite 

direction. And this circumstance causes 
problems for the drivers in the opposite 
direction. The states of instantaneous blindness 

as well as attention deficit are able to occur 
during the change of beams [7-9]. 

 
Fig. 2. a) Conventional headlight, b) Rotatable headlight 

vision. 

At irregular road curves, the drivers are unable 

to be prepared for the risk they will face. This is 
because the vehicle’s headlights create a lit area 
in the direction of the vehicle, as also seen in 

Figure 2. Lighting in the direction of the vehicle 
causes the formation of a dark area during 

driving through a curve. And such a dark area 
threatens the drive’s safety and causes 
accidents.  

In the study [10], a system for automatic vehicle 
headlight control was modeled and 

experimentally tested.     The conditions of the 
vehicle were monitored with a vehicle speed 
sensor and an electronic level. Variations in the 

projection angle of the headlight system were 
tested concurrently during the study.    The 

model consisted of a control box and an 
electronic level that could be changed in a way 
that allowed parameter adjustment under 

different operational and functiona l 
requirements, allowing the system to have an 

extensive range of applications in different 
vehicles. In the study [11], an effective method 

for detecting the preceding vehicle during night 
drive by a vehicle equipped with a camera was 

integrated was presented and applied to an 
embedded system. In the referred study, vehicle 

detection was performed by the means of 
vehicle headlights and taillights through the use 
of image segmentation and model analysis 

techniques. In the study [12], a system for 
checking whether the headlights of a vehicle are 

in a high beam or low beam state according to 
the input from a forward-looking video camera 
was designed.  The system was operated by the 

use of a low-cost Complementary Metal Oxide 
Semiconductor camera mounted on the 

vehicle’s windshield and behind the rear-view 
mirror. No metadata such as the vehicle’s speed 
or steering angle was used. The only input to the 

system consisted of a series of 752x480 pixel 
color images at 30 Hz. The most significant 

point of the system was the detection of 
vehicles’ headlights.  Principally, the received 
image was thresholded, and then an algorithm 

was operated to find the possible light sources. 
The thresholding was actualized in the red area 

in order to make sure of the detection of the 
distant taillights.  In the study [13], a Wireless 
Sensor Network based controller was developed 

for transmitting the sensor data faster and more 
efficiently among the vehicles in order to reduce 

the number of accidents arising from temporary 
driver blindness.   Low delay time allowed faster 
headlight intensity adjustment among the 

vehicles, significantly reducing the cause of 
temporary blindness.  The intensity of the 

headlight of the vehicle approaching from the 
opposite direction was detected. Considering the 
adjusted threshold headlight intensity, a system 

capable of automatically reducing the headlight 
intensity of the vehicle approaching from the 

opposite direction was designed through a 
wireless sensor network. Thus, it was intended 
to reduce the temporary blindness time caused 

by overexposure to headlights. In the study [14], 
a system for autonomous vehicles estimating the 

headlight distance through the use of deep 
neural networks was designed. A completely 
new computer vision and machine learning 

application was presented in order to 
automatically detect the incorrectly positioned 

headlights by estimating the angles of 
inclination from the images of a camera 
connected to the vehicle.  It was intended to 
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obtain high performance in terms of accuracy 
and integrity through end-to-end training of a 

deep neural network. 
In the study [15], the design and integration of 

lane change warning operating under different 
road and lighting conditions, adaptive headlight, 
and windshield wiper systems were presented.  

In the system, Raspberry pi was used for video 
processing, and Arduino Mega was used as the 

operating unit for Adaptive Headlight and 
Wiper System for Automobile Safety 
(AHAWS). Lane Departure Warning System 

(LDWS) algorithm receives the video input 
frame by frame and filters the frame. The edges 

were detected by the use of sharp edge detection, 
and the decision of lane detection was made 
with the Hough transform by means of OpenCV 

Python. When the vehicle departed from the 
determined lanes, the driver was warned by a 

sound. In the case of an integrated system, the 
AHAWS algorithm had received three 
parameters, being road curvature, 

environmental light intensity, and rainfa ll 
intensity, provided by LDWS. The headlight’s 

position was adjusted according to the road 
curvature value, and the light intensity of the 
headlight was adjusted according to the 

environmental light and frequency of the 
windshield wiper. In study [16], a system for 

checking the headlight position while the 
vehicle is passing on uphill and downhill roads 
by the use of an MPU6050 accelerometer sensor 

and changing the vehicle’s light mode according 
to the light approaching from the opposite 

direction was designed. 
Considering all these studies, the majority of the 
studies are addressing the issues of adjustment 

of the headlight’s light intensity, lane-keeping 
system, and headlight position either one by one 

or two at a time.  But, in a night drive, it is 
required to bring together many features. And 
the novelty in this study is the design and 

presentation of the standard headlight 
technology used in current vehicles with a more 

sophisticated approach. The current design 
ensured lighting in the direction of the angle of 
vision at inclined and curved roads regardless of 

topography through headlight position control 
using the flexibility of Light-Emitting Diodes 

(LED)s in order to create a more secure driving 
environment under low light conditions, as well 
as presented compulsory low beam and high 

beam headlights.  In addition, traffic-s ign 
detection technology based on machine learning 

was integrated into the system in order to 
eliminate the possibility of non-recognition of 

the traffic-signs by the driver.  The features such 
as adjustment of the headlight’s position to up-
down and right-left, vehicle detection, 

flexibility of the use of low beam as well as high 
beam without discomforting the driver 

approaching from the opposite direction, traffic-
sign recognition and displaying of it on the 
driver information display eliminated many 

factors that may cause accidents.  Moreover, the 
models formed through machine learning for the 

nighttime vehicle detection and traffic-s ign 
recognition functions directly increased the 
system’s accuracy rate. 

2. Material and Methods 

2.1. Software and hardware characteristics 

The software used was Python 3, and OpenCV 
was used for real-time image processing, and the 
Keras library was used to detect objects and 

form a model trained by datasets.  The image 
processing system was a 2.20 GHz, 8-core Intel 

Core i7-2670QM CPU. Python software was 
compiled using the Pycharm IDE. Real- time 
images for vehicle, traffic-sign, and lane 

detection were captured by a USB webcam. 2 
units of 8x4 LED board was used for the high 

beam and low beam headlights, and servomotor 
was used for the movement of adaptive 
headlights. 

2.2. Vehicle Recognition 

A vehicle recognition system was formed by 

means of a model trained with the Common 
Objects in Context dataset. A dataset covering 
the visuals of the headlights and taillights was 

used in order to train this model that can detect 
the vehicles with a high accuracy rate. The X-

coordinate values detected by the vehicle 
detection model were formed by the Python 
software. These coordinate values were sent to 

the Arduino microcontroller over the serial port 
in order to turn on and off the LEDs of the 

vehicle’s headlights.  
All the visuals were tagged with the LabelImg 
application as seen in Figure 3 in order to form 

a special object detection model. After tagging 
the headlights and taillights, these visuals were 

allocated for training by 80% and for testing by 
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20%. A good object recognition classifier 
requires hundreds of images. In addition, the 

quality of the images is also important for the 
good learning of the classifier [17-19]. 

 
Fig.3. LabelImg application vehicle headlight tagging 

2.3. Traffic-sign recognition 

Traffic-signs provide valuable information for 

the drivers and for others using the road. 
Ignoring them is capable of being fatal. During 

long trips, the drivers often miss the road safety 
signs, and thus, many accidents happen due to 
such negligence.  For this reason, a model which 

would recognize the traffic-signs on a real-time 
basis based on deep learning methods and which 

would display the same to the driver via an LCD 
display was formed. A flowchart of this system 
is shown in Figure 4. 

 
Fig.4. Flowchart of the traffic-sign recognition system 

This deep learning model was built using 
artificial neural networks. The Keras library is a 
neural network library written in Python, and it 

was preferred as it supports Convolutiona l 
Neural Network (CNN) for computer vision 
models. The input values are obtained by 

training a neural network with weight values 
adjusted during training at hidden layers.  After 

completion of the training, estimations are 
obtained from the new input values to be given 
to the model. A basic Artificial Neural Network 

(ANN) is shown in Figure 5. 

 
Fig. 5. ANN model 

In the model, two different activation functions, 
Relu and Softmax, were used. The cause of 

usage of activation functions is to prevent direct 
conversion of the value forming in the neural 
networks.  If the arising value is sent directly as 

an output signal, the system comes out to be a 
linear construct. However, in many cases, the 

construct is expected to learn the non-linear 
positions. In such cases, it is required to use the 
activation functions.  Today, the Relu function 

is frequently used in deep learning models. The 
Relu function converts the received negative 

values directly to 0 without performing any 
process. The function value is given in Equation 
(1). 

𝑅(𝑧) = max(0,𝑧)    (1) 

Where;  
𝑀𝑎𝑥: Maximum 

𝑅(𝑧) : Relu function 

z: input 
For this reason, using the Relu activation 

function with negative values is not being a 
correct preference as indicated in Fig. 6 [20]. 

 
Fig. 6. Relu function’s graph 

 
Fig. 7. Sigmoid function graph 
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In the final layer, the Sigmoid function is used 
instead of the Relu functions as indicated in Fig. 

7 [20]. 
Sigmoid gets values between 0 and 1, and the 

values, whose function value correspond to the 
final layer in Equation (2), got in the operation 
by this function. 

𝜎(𝑧) =  
1

𝑒−𝑧+1
     (2) 

Where;  
𝜎(𝑧) : Sigmoid function value 

𝑒−𝑧: Euler input 

As a result of the operation in the function, the 
state of belonging to any class was obtained with 

values between 0 and 1. This circumstance is 
particularly useful for classification problems. 

2.4. Lane detection 

The lane-keeping system estimates the vehicle’s 
steering angle and assists in the adjustment of 

the headlights’ position. The system equipped 
with a camera is able to perform real-time lane 

detection by the use of OpenCV library of the 
Python software language.  

2.4.1. Image filtering 

The Gaussian Blur filtering is the operation of 
blurring the image by multiplying the core 

matrix and the pixels of the image, and the 2D 
Gaussian function is expressed with Equation 
(3) [21]. 

𝐺(𝑥,𝑦) =
1

2𝜋 𝜎2 ∙ 𝑒
−(𝑥2+𝑦2)

2𝜎2    (3) 

Where;  

𝐺(𝑥,𝑦): 2D Gaussian function 

x: horizontal 

y: vertical 
In the Equation, the x and y values are distances 
from the center on the horizontal and vertical 

axes, and the term σ expresses the standard 
deviation of the Gaussian distribution. 

2.4.2 Canny Edge Detection 

Canny edge detection algorithm uses four filters 
to calculate the transverse, vertical, and 

horizontal edges in the blurry image and rounds 
up the gradient direction to one of the four 

angles representing vertical, horizontal, and two 
diagonal directions (0º, 45º, 90º, and 135º). The 
gradient of the image is calculated using the 

formula in Equation (4), and the edge pixels 
with large changes in gray region values are 

defined [22].   It was concluded by estimating 
the first derivative in both vertical direction (𝐺𝑦) 

and horizontal direction (𝐺𝑥) [23].   Thus, the 
regions in which the gray intensity changes the 
most were determined with the algorithm. 𝐺𝑥 and 

𝐺𝑦represent the horizontal and vertical gradients, 

respectively. 

𝐺 = √𝐺𝑥
2 + 𝐺𝑦

2    (4) 

Where;  

G: Gradient 
𝐺𝑥 : Horizontal convolution masking vector 

𝐺𝑦: Vertical convolution masking vector 

2.4.3. ROI (Region of interest) 

ROI means working only on the desired pixel 
regions in the image. When it is required to 

detect the lane lines, the detection of numerous 
objects in the image makes lane detection 
difficult. Thus, while the vehicle is en-route, 

scanning the lane lines in a specific region in the 
frame is more accurate for detection. 

2.4.4. Hough transform 

The Hough transform is an algorithm developed 
to detect a form that can be expressed 

mathematically. For defining a line, the 
equations of the algorithm are expressed with 

(5) and (6) [24]. In this study, the detection of a 
linear form was performed. 

𝑦 = 𝑚𝑥 + 𝑐     (5) 

Where;  

m: The slope of the line 
The angle θ that the line makes with the origin 
and consequently its distance to the origin are 

sufficient for expressing the line. 

𝜚 = 𝑥𝑐𝑜𝑠𝜃 + 𝑦𝑠𝑖𝑛𝜃    (6) 

Where;  
𝜚: The vertical axis value of the point in Hough 

space 
𝜃: The horizontal axis value of the point in 

Hough space 

This technique scans the 𝜃and 𝜚values of all the 
points on the image. Thus, if these values cohere 
on the pixels, it is understood that that a line is 

present on that pixel. 

2.4.5. Detection of Lane Lines and Curvature  

Calculation 

It is important to draw a histogram to detect 
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exactly where the lane lines begin.  When the 
histogram graph is examined, it is observed that 

the white pixels form two different peaks. In this 
graph, where the right and left lane lines will 

begin and end is clearly understood. The x 
coordinate of the histogram forms the x 
coordinate of the frame on which detection is 

performed. Thus, the beginning points, required 
for detecting lane lines on the image, would be 

obtained. The hot pixels, formed when the 
pixels on the image are converted to black and 
white format, are expressed as a second degree 

polynomial. As the right and left lines on the 
image are nearly vertical, the pixels have the 

same x value for more than one y values. For 
this reason, after obtaining second-degree 
polynomial coefficients, x values corresponding 

to y values are calculated by the use of Equation 
(7) for the values of y between 0 and the image’s 

height. 

𝑥 = 𝑓(𝑦) = 𝐴𝑦2 + 𝐵𝑦 + 𝐶   (7) 

Where;  
A, B, C: Constant coefficients of the equation 

expressing the curve 
Our function was expressed by Equation (7). By 

this, the first derivative and second derivative of 
the f(y) function were obtained. A curve's radius 
of curvature at a specific point is equal to the 

radius of the circle being tangential to that point.  
The radius of the curve [25] is expressed by 

Equation (8). 

𝑅𝐶 =
[1+(

𝑑𝑥

𝑑𝑦
)2]

3
2

𝑑2𝑦

𝑑𝑥2

    (8) 

𝑓(𝑦)′ = 2𝐴𝑦 + 𝐵    (9) 

𝑓(𝑦)′′ = 2𝐴              (10) 

Where;  

𝑓(𝑦): Representation of the resulting line in the 
imag 

When the terms in the Equations (9) and (10) 
were placed in the Equation (8), the Equation 

(11), being the formula of radius of curvature, 
was obtained. This equation was used in the 
algorithm in Figure 8 in terms of software. 

𝑅𝐶 =
[1+(2𝐴𝑦 +𝐵)2]

3
2

|2𝐴|
               (11) 

Where;  

𝑓(𝑦): Representation of the resulting line in the 

imag 

4. Implementation 

This study was performed in order to show a 

more sophisticated approach to the standard 
headlight technology used in the current 

automobiles. 

 
Fig. 8. System’s flowchart.
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As well as having compulsory low and high 
beam headlights, the flexibility of LEDs was 

used to create a more secure driving 
environment under low lighting conditions. The 

main objective of this technology is to light the 
whole road as much as possible without getting 
into the eyes of other drivers both approaching 

from the opposite direction and driving in front, 
and by virtue of the headlights’ position control, 

it ensures lighting in the direction of the angle of 
vision on inclined and curved roads regardless 
of the topography.  In addition, traffic-s ign 

detection technology based on machine learning 
was integrated into the system in order to 

eliminate the possibility of non-recognition of 
the traffic-signs by the driver.  The system 
includes a webcam. The referred webcam 

analyzes the road in advance in order to detect 
the vehicles and provides image flow to a 

trained algorithm whose main principle is 
detecting the headlights and taillights.  More 
than 1,000 traffic images shot at nighttime was 

used to enable this model to detect the vehicles 
at nighttime. By the object detection model, the 

x coordinates of the detected vehicles are 
formed by means of a software. In order to 
activate the LEDs one by one, these coordinate 

values are received by the Arduino 
microcontroller over serial port. An LED 

module consists of 64 separate chips (4 rows by 
16 columns).  But 8 columns are used for high 
beam, and the remaining 8 columns are always 

turned on for low beam. While the field of the 
detected vehicles is dynamically kept dark, the 

remaining fields are lit by high beam headlights. 
As a result, the driver’s field of vision has 
improved and the risk of an accident has 

decreased.  In the case of the detection of more 
than two vehicles, the lighting efficiency 

decreases as the present eight columns will be 
divided to many parts, and thus, the high beams 
are completely closed.  Another characteristic of 

the system is traffic-sign recognition based on 
machine learning. During night rides, the drivers 

often miss the road safety signs, and they don’t 
care that much. For this reason, a model that 
would recognize the traffic-signs on a real-time 

basis based on machine learning and which 
would display the same on a display was 

formed. A traffic-sign recognition model was 
formed as being trained with 34,800 visuals. 

4.1. Design of adaptive headlights 

In the adaptive headlight system, while driving 

through a curve, the sensors ensure lighting in a 
manner suitable to the alignment of the curve 

considering the vehicle’s speed and steering 
angle. In addition, when it is driven uphill, a 
standard headlight ensures better lighting. And 

this makes it difficult for the driver to see the 
vehicle approaching from the opposite direction. 

In the adaptive system, the capacity to move the 
headlight system up and down was added 
according to the vehicle’s position. The adaptive 

headlight system becomes active only when the 
vehicle is moving. It was designed so that the 

system would not be active when the vehicle is 
stopped and when it is in reverse gear position, 
even if the steering wheel is moved.  The 

purpose of addressing it in this manner is not to 
disturb the drivers approaching from the 

opposite direction. Fig. 9 (a) shows the lighting 
range of the conventional headlight system, and 
Fig. 9 (b) shows the lighting range of the 

adaptive headlight. As is seen, while the 
conventional headlight system ensures lighting 

in the direction of the vehicle, the adaptive 
headlight ensures a lighting range along the 
direction of the road. As the lighting range is not 

according to the axis of the road in the 
conventional headlight system, the beams 

surpass the road’s axis. 

 
Fig. 9. Lighting ranges of (a) conventional headlight, (b) 

adaptive headlight 

The hardware system of the project’s adaptive 
headlight is shown in Fig 10. The servomotor 

number 1 turns the headlight system to the right 
and left with the value received from the 
steering angle sensor.  The servomotor number 

2 moves the position of the headlights towards 
up and down during the uphill and downhill ride 

of the vehicle. As seen in Fig.10, x-coordinate 
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information of the vehicle or vehicles detected 
by the algorithm of vehicle recognition from the 

camera was transmitted to the Arduino 
microcontroller via serial communica t ion 

protocol.  If the number of vehicles determined 
by the Arduino microcontroller is 1 or 2, then 
LEDs as much as the calculated dynamic area 

are turned off. As the vehicle comes closer, such 
a dimmed dynamic area changes.  For instance, 

in the case of the detection of more than two 
vehicles, the LED module of the high beam is 
completely dimmed. In addition, if no vehicle 

can be detected,the  LED module of the high 
beam is completely activated. 

 
Fig. 10 Hardware system of adaptive headlight 

 

 

Fig.11. Vehicle recognition and lighting system 

4.2. Implementation of vehicle recognition 

The X-coordinate values detected by the vehicle 

detection model were formed by the Python 
software. These coordinate values were sent to 

the Arduino microcontroller over the serial port 
in order to turn on and off the LEDs of the 
vehicle’s headlights. An LED module consists 

of 2 separate chips of 4 rows and 8 columns.  32 
chips were used for high beam, and the other 32 

chips were used for low beam. 
When a vehicle or vehicles is detected, the area 
around such vehicles is dynamically kept dark, 

and the remaining areas are lit by high beams. In 
Fig. 11, when the vehicle detection algorithm 

detects more than two vehicles, it sends to the 
Arduino the information to completely turn off 
the high beams because when numerous 

vehicles are detected, the division of the area 
into more than one part creates an ineffic ient 

lighting range. 

4.3. Implementation of traffic-sign 

recognition 

As seen in Fig. 12, CNN was used in this deep 
learning model, and 34,800 visuals of 43 traffic-

signs were used as an input dataset, and such an 
dataset was divided into two as training and test.  

 
Fig12. Convolutional Neural Network (CNN) construct 

 
Fig.13. Dataset’s training and validation loss graph 

20% of this data was allocated for testing during 
the training of the model, and 20% of the 
referred 20% was allocated for validation, and 
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the remaining 80% was allocated for training. 
As a result of the trainings, a 97.3% accuracy 

rate was obtained, and they are shown in Figures 
13 and 14. 

 
Fig.14. Dataset’s training and validation accuracy graph  

CNN processes the model image in various 
layers. A Convolutional Layer was used to 

determine the characteristics, a Pooling Layer 
was used to decrease the amount of weight and 

check the conformity, and a Flattening Layer 
was used to prepare data for a classic neural 
network. The frames received by the 

Convolutional Layer from the camera were first 
converted to black and white matrix format. And 

then, such matrices were subjected to a filter ing 
operation, first in the dimension of 5x5, and then 
in the dimension of 3x3. Thus, the matrices 

obtained as the result of filtering formed the 
attribute map. In 2x2 dimension, Max. Pooling 

Layer was applied to attribute matrices obtained 
from the dimensions of 5x5 and 3x3. In this 
model, there were two 2x2 Max. Pooling 

Layers. Finally, flattening operation was 
performed in the Flattening Layer for the 

obtained matrices to be able to be used in the 
Fully Connected Layer, because the neural 
network receives the input data from a single 

dimension series. 

4.4. Implementation of lane detection 

4.4.1. Image processing process 

As seen in Figure 15, first, brightness and 
contrast were adjusted, the image was converted 

to grayscale, and the white color was masked in 
order to perform good edge detection on the 

image.  In order to correctly detect the lane lines, 
it is necessary to eliminate the noise and details 
in the image. Thus, the noise and details in the 

image were eliminated through the application 
of the Gaussian blur filter. 

 
Fig.15. Steps of image filtering 

By the use of the lighting in Equation (4) and 
Figure 8, which is the mathematical basis of 

Canny edge detection, the implementa t ion 
output shown in Figure 16 was obtained. 

 
Fig.16. Canny edge detection 

After the implementation of the Canny edge 
detection algorithm, the edges of numerous 
white-colored objects were detected in the 

image during the ride. For this reason, in order 
to remove from the image the edges except the 

lane lines, a bird’s-eye view area was 
determined in Figure 17 in a manner as the 
camera’s angle of vision would only show the 

front of the vehicle. Thus, the operation of 
scanning lines outside the road was prevented. 

 
Fig.17. ROI on the left, bird’s-eye view on the right 

The Hough transform is based on the 
mathematical expressions in Equations (5) and 
(6), and Figure 18 was obtained by the use of the 

algorithm in Figure 8. 

 
Fig.18. Image’s output on which Hough transform was 

applied 

Following the above operations, a binary image 

was obtained. A histogram was applied to the 
image in order to detect the position of the lane 

lines on the pixels. Thus, the highest two peaks 
on the histogram expressed the x position of the 
lane lines, and the lane lines were scanned on the 
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image by considering such positions as 
reference.  

Sliding windows, placed around the line centers 
in Figure 19, were used to find and track the 

lines from the beginning points to the top of the 
frame. 

 
Fig.19. View of sliding windows 

After operating the sliding windows function, 
the general scan function draws a yellow line 

that correctly tallies with the detected lanes. 
This line was used to measure the radius of 
curvature, which is important in estimating the 

steering angles. This curve was expressed by 
Equation (7).  

As the values obtained following the completion 
of the above two operations were in pixels, these 
values were not converted to the unit of meter.  

The distance between the x-coordinates of the 
right and left lanes obtained from the histogram 

provides the width of the lane in pixels. The 
actual lane width in meters was divided by the 
lane width, which was obtained from the 

histogram and which was in pixels, the meter 
per pixel was then obtained.  As seen in Figure 

20, in the same manner for the y axis, when the 
actual lane length was divided by frame height, 
the meter per pixel was obtained. 

 
Fig.20. Actual lane width and length 

 
Fig.21. Detection of lane lines  

The average meter/pixel value along the x axis 
is calculated as X/Frame width, and it is 

calculated as Y/frame height along the y axis.  
As a result of all these operation steps being 

applied, the detection of lane lines is able to be 

performed at nighttime, as seen in Figure 21. 

4. Conclusions 

Night rides are challenging and exhausting for 
the drivers, and as such causes give rise to an 

instantaneous lack of attention, they increase the 
risk of accident.   In this study, a recognit ion, 
detection and warning system that increases the 

drivers’ area of vision at nighttime rides and that 
eliminates their instantaneous absence was 

designed. These technologies carry out their 
tasks autonomously via software. High and low 
beam headlights were equipped with LED 

technology, and each cell was controlled 
according to recognition and detection 

algorithms. A dataset was formed from the 
relevant visuals for the performance of vehicle 
detection at nighttime, and these visuals were 

used in forming a model detecting objects by 
means of Keras. The control of each cell 

provided an advantage in eliminating the 
drivers’ instantaneous blindness to the beams of 
vehicles approaching from the opposite 

direction. On inclined and curved roads, the 
headlight system designed is able to turn to right 

and left, and up and down, by means of 
servomotors in order to ensure lighting in the 
direction of vision. Another problem at night, 

besides the angle of vision, is the inability to 
clearly see the traffic-signs, or missing of such 

traffic-signs due to attention deficit and 
exhaustion. The camera detecting the vehicle 
approaching from the opposite direction at night 

detects the traffic-signs on the roadside by 
means of a model designed with the deep 

learning method and warns the driver via the 
display in the vehicle. This model designed was 
trained with 34,800 visuals and tested.  As a 

result of trainings, a 97% accuracy rate was 
obtained. 
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