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Abstract: Data mining is used for the extraction of secret, valuable and usable data from the big data and to provide strategic decision 

support. It created a new perspective for the use of the data in healthcare in addition to finding the answers of unexplored questions. It 

has gained wider usage as a method. The aim of this study is to develop a decision tree and a list of rules by data mining for the early 

diagnosis of renal calculi. A data set including blind and retrospective data for 150 people can diagnose with 6 attributes. A decision 

support system analysis was developed for the diagnosis of the patients with suspected renal calculi. Based on the results obtained and 

the analysis developed, a decision tree and list of rules were created to determine the factors that affect renal calculi. Weka program and 

J48 algorithm were used to create the decision tree and the list of rules and it was found to be 74.63% successful.  
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1. Introduction 

The aim of medical informatics is to use computer and 

communication technologies that are interacting with other 

sciences in order to utilize, analyse and reconstruct medical 

information in an effective way. Medical informatics helps to 

obtain valid, detailed and reliable results on a global scale as it 

exponentially improves the data collection, process and 

evaluation capacities in medical centers [1].  

A renal calculus is among the most common diseases in Turkey. 

About 15% of women and 5% of men in Turkey have been 

diagnosed with nephrolithiasis. It generally occurs in thirties for 

the first time. Kidneys are like filters in the human body and they 

help the disposal of waste through the urinary tract. Sometimes 

some of this waste might cumulate in the kidneys. Renal calculi 

are the solid pieces that are formed with the crystallization of 

calcium, phosphate and other minerals in the urine.  

Drinking inadequate amount of water, obesity, consuming too 

much sugar and salt might cause nephrolithiasis as well as genetic 

factors. Most of the renal calculi are calcium stones resulting 

from the accumulation of the calcium in the kidneys.  

In addition to the environmental factors in the formation of renal 

calculi, genetic factors may be the primary cause. Not having 

enough water is one of the biggest risk factors for renal calculi. It 

is often recommended to drink about 2 liters of water daily. 

Besides, it is good for our well-being in general not to consume 

too much sugar and salt, to follow a balanced diet, to stay away 

from convenience food and not to be overweight. Renal calculi 

may also stay in the kidneys without showing any symptoms or 

doing any harm to the kidneys. Following the general information 

given for renal calculi, we are going to talk about data mining.  

Data mining is the extraction of secret, valuable and usable 

information from a big amount of data. Data mining which is 

used to provide strategical decision support aims to construct 

decision making models based on analysis methods.  

It creates directive models for decision making techniques for 

medical institutions where the data is collected for analyses [2]. It 

is important to emphasize the difference between flaws and 

misappropriations in health services, to minimize the risks and to 

take necessary precautions based on this distinction for patients’ 

security and well-being [3] [4]. A large amount of information 

can be retrieved from the various data sets used in daily life [5, 

6]. Data mining has made life easier by enabling us to access to 

more data in a shorter time span [7]. In the simplest term, data 

mining is the extraction of imprecise, valid and applicable data 

from data stacks with a dynamic process [8, 9]. It is possible to 

obtain valuable information from the big data stacks using data 

mining and statistical analysis techniques. This information helps 

doctors during the decision process with computer-aided 

diagnosis work and contributes to the improvement of health care 

applications [10].  

Although potent devices have been produced by expert systems, 

they have not gained common use because of the field-related 

data changing rapidly and the diversity of views among experts 

[11]. Data warehouse is a large store of data accumulated from a 

wide range of sources under the same roof [12]. The steps in data 

mining include the definition of the problem to be solved, the 

obtaining of previous data about the problem, the selection of 

usable data, housekeeping of the data, the evaluation of analysis 

results, and the utilization of these results [13, 14]. The time 

saving and accelerating effect of the data selection will be 

obvious in the later stages [15]. 

A decision tree is an approach commonly used in data mining for 

categorization and estimations. Decision trees benefit the decision 

makers as they are easy to interpret and understand [16, 17]. 

1.1. The C5.0 Algorithm  

It is one of the most common decision tree algorithms, especially 

used for big data sets. C5.0 helps us to get more proper decision 

trees in terms of form [18]. WEKA is an open coded data mining 

program with a functional graphics interface which keeps 

machine learning algorithms together [19, 20].   

2. Recent Studies 

İlkuçar examined the chronic kidney disease with the help of 

artificial neural networks in his study. He emphasized what is to 

be done and which tests to be run for early diagnosis of chronic 

kidney disease [21].  Danacı et al. focused on the diagnosis of 

breast cancer cells using data mining methods [22]. In the study 

conducted by Yurtay et al. they did a data mining research for 
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anaemia diagnosis. In a study on iron deficiency anaemia, the 

system is run with decision trees [23].  Özkan et al. tried to 

improve the diagnosis accuracy of the laboratory tests used for 

the diagnosis of fibromyalgia syndrome which are supported by 

sympathetic dermal response parameters. SSR parameters and 

laboratory tests which were calculated by Matlab were analyzed 

with artificial neural networks and the percentages of accuracy 

were found [24]. Kökver et al. probed the factors affecting 

hypertension with data mining methods. They developed a 

diagnosis system that will estimate whether the patients have 

hypertension or not [25].  

Kusiak et al. work through a decision support system which will 

determine whether the lung tumor is benign or malignant [26]. In 

their research, Topaloğlu & Sur created a decision support system 

to diagnose hepatitis and to minimize the number of wrong 

diagnoses. It will help the doctors with the diagnosis of hepatitis 

[27]. 

3. Recent Studies 

3.1. The Aim of the Study  

The aim of the study is to make the diagnosis of renal calculi 

easier and help doctors with the process. A decision tree and list 

of rules were created based on the full urinary tests for the 

diagnosis of the disease. It is possible to avoid misdiagnoses with 

the decision tree and the list of rules based on facts. Patients can 

benefit from early diagnosis of a disease they have.  

Weka program was utilized for the design of the list of rules and 

the decision tree. The values of the patients were categorized and 

the roots and the branches of the decision tree were determined. 

3.2. The Importance of the Study  

Urinary analysis is one of the most common methods used for the 

diagnosis of renal calculi. Especially substances like uric acid and 

calcium present in normal urine become crystallized and form the 

structures called renal calculi. These formations can have great 

negative effects on a patient’s daily life. The diagnosis of the 

disease of which treatment process is quite hard is also of utmost 

importance.                      

Data Set 

For this study, a data set including retrospective and blind data 

from 150 people. Six attributes were used for the diagnosis of the 

disease. The seventh attribute is the comments “yes” and “no” for 

the diagnosis. The six attributes used are as follows;  

• Leucocyte, 

• Urine color, 

• PH, 

• Bilirubin, 

• Appearance, 

• Erythrocyte. 

3.3. The Decision Tree Model and Algorithm to Be Applied to 

the Data Set   

A decision tree and a list of rules were formed with the Weka 

program used in the study. Before that, the data set was processed 

in csv format and the data was converted to arff format and 

transferred to Weka Program.  J48 algorithm was used to 

determine the factors contributing to the formation of renal 

calculi and for the diagnosis. RISK was selected as the root node. 

The results were transferred with the decision tree and the list of 

rules. 

4. Findings 

Full urine analysis can provide us with very important 

information of the presence of kidney problems and activities. 

After the full urine analyses that make up the data set were 

categorized, they were transferred to Excel program. The file was 

saved in csv format for WEKA program. 

4.1. The Formation of the Decision Tree with Weka   

J48, which is a decision tree algorithm, was used in the program. 

The last one of the training set with seven attributes is the 

“RISK” attribute where the diagnosis is made. The others are as 

follows; Leucocyte (LOW, MILD, HIGH), Urine Color 

(COLORLESS, STRAW-COLORED, YELLOW), PH (LOW, 

NORMAL, HIGH), Bilirubin (NEGATIVE, POZITIVE), 

Appearance (CLEAR, BLURRED, SLIGHTLYBLURRED, 

HEAVILYBLURRE), Erythtocyte (TRACE AMOUNT, RARE, 

NORMAL). 55% of the data obtained were used for training 

while the rest was used for testing. Classification model provides 

information about the structure and the size of the tree. This 

model belongs to the learning set. 

4.2. Full Urine Analysis and Value Ranges  

 

 

 

The relation and attribute expressions of the arrf file is shown 

below;  

@relation kidney disease 

@attribute LEUCOCYTE string 

@attribute COLOR string 

@attribute PH string 

@attribute BILIRUBIN string 

@attribute APPEARANCE string 

@attribute ERYTHROCYTE string 

@attribute DISEASE string 

@Data 

The number of the leaves is 7 while the size of the tree is 10.  

Evaluation module gives the classification error and the Kappa 

(=0.482) statistic both. The mean absolute error and the root 

mean squared error of the category probability estimations 

assigned by the tree are found 0.3049 and 0.4345, respectively. 

Classification performance was calculated as 74.63%. This value 

shows that the decision tree is 74.63% successful.  

The algorithm excludes meaningless variables automatically and 

it makes the selection of the variables itself during the new 

learning process [28]. Here, the gender was considered to be a 

meaningless variable and it was excluded from the decision tree 

variable order. Activity was chosen as the root node. The decision 

tree created based on J48 algorithm is presented in Figure-1. 
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Figure 1. Renal Calculi Decision Tree  

The list of rules based on the decision tree created by J48 

algorithm is as follows; 

 

1. If ERYTHROCYTE = Trace amount, then Risk = Yes 

2. If ERYTHROCYTE = Rare, then Risk = No 

3. If ERYTHROCYTE = Normal and Color= Colorless, then 

Risk = Yes 

4. If  ERYTHROCYTE = Normal and Color = Yellow, then 

Risk = No 

5. If ERITROSIT = Normal and Color = Straw-colored and 

LEUCOCYTE = Low, then Risk = No 

6. If ERITROSIT = Normal and Color = Straw-colored and 

LEUCOCYTE = High, then Risk = Yes 

7. If ERITROSIT = Normal and Color = Straw-colored and 

LEUCOCYTE = Medium, then Risk = Yes 

5. Conclusion 

Full urine analysis values were examined with the method used in 

this study. It is possible to diagnose renal calculi without a 

surgical examination of the patient. Thus, it helps to take the 

necessary precautions for nephrolithiasis.  

According to the design of the decision tree, the most important 

attribute to take into account is the amount of Erythrocyte. If the 

amount of the Erythrocyte is above 10, then a pathological test 

needs to done with ultrasonography. Again, if the amount of the 

Erythrocyte is between 4 and 9, then the color of the urine, which 

is among the attributes, should be examined. If the color is 

“Yellow”, it means that you do not have any renal calculi. If the 

color is “Straw-yellow”, then the amount of the Leucocyte should 

be examined. If the amount of Leucocyte is more than 3, then you 

are very likely to have renal calculi. If it is below 3, then you do 

not have it. If the color of the urine is “Colorless”, then you need 

to have and pathological test. If the amount of the Erythrocyte is 

below 4, it means that you are less likely to have kidney 

problems. 

The application we designed using data mining methods would 

help the diagnosis and treatment processes in medicine. It would 

be very beneficial for biological/medical fields, both clinically 

and executively, to get help from data mining. It is important to 

use the results in a safe way in every stage of diagnosis and 

treatment processes. The aim is to use the decision tree results 

through the data mining application based on the results obtained. 

Besides, the first step towards the formation of decision support 

system was taken with the list of rules created. 
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