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Abstract: With technological advancements in hardware, many autonomous systems are now utilized
in daily life. Autonomous vehicles, designed for safe transportation, rely on sensors and cameras for
dynamic environmental control. Accurate detection and classification of road and lane markings from
high-resolution images are crucial for ensuring safe and efficient operation of autonomous vehicles,
enhancing their performance in dynamic environmental control, and ensuring secure travel. To process
the image data received from their cameras and transform it into meaningful information, artificial
intelligence-based approaches are highly effective. In this study, ResNet-based U-Net method is
proposed that can automatically detect and classify areas of road and lane markings from high-resolution
images. A publicly available dataset was customized for the model's training, validation, and testing
phases. The pre-processing phase designed to include high-resolution images in the training of
segmentation model is explained. Dataset samples are split into 70% training, 20% validation, and 10%
testing. The early stopping function was implemented during the training phases for four different U-
Net models with ResNet architectures in the encoder network. The numerical data of the training and
validation phases, which were carried out in accordance with the multi-class semantic segmentation
method, were shared. The test phase revealed that the ResNet-101 U-Net model achieved the highest
mean Intersection over Union (mloU) value, with a rate of 86.75%. With this method, the classification
and detection of road and lane markings areas can help the dynamic environment control of autonomous
vehicles.
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Yiiksek c¢oziiniirliiklii goriintiilerden yol ve serit isaretlerinin U-Net tabanh tespiti

Ozet: Donamimdaki teknolojik gelismelerle birlikte artik giinliik hayatta bircok otonom sistem
kullanilmaktadir. Giivenli ulasim i¢in tasarlanan otonom araglar, dinamik ¢evre kontrolii i¢in sensorlere
ve kameralara giiveniyor. Yiiksek ¢oziiniirliiklii goriintiilerden yol ve serit isaretlerinin dogru tespiti ve
siniflandirilmasi, otonom araglarin giivenli ve verimli c¢aligmasini saglamak, dinamik c¢evre
kontroliindeki performanslarimi artirmak ve gilivenli seyahat saglamak icin ¢ok Onemlidir.
Kameralarindan alinan goriintii verilerini iglemek ve anlamli bilgilere doniistiirmek i¢in yapay zekaya
dayali yaklagimlar oldukca etkilidir. Bu ¢alismada, yiiksek ¢oziiniirliiklii goriintiilerden yol ve serit
isaretlerinin alanlarim1 otomatik olarak algilayabilen ve siniflandirabilen ResNet tabanli U-Net yontemi
Onerilmistir. Modelin egitim, dogrulama ve test asamalari i¢in herkese agik bir veri kiimesi 6zellestirildi.
Segmentasyon modelinin egitiminde yliksek c¢ozlintirliiklii goriintiileri icerecek sekilde tasarlanan 6n
isleme agsamasi agiklanmaktadir. Veri kiimesi ornekleri% 70 egitim,% 20 dogrulama ve% 10 teste
boliinmiistiir. Erken durdurma islevi, kodlayict aginda ResNet mimarisine sahip dort farklt U-Net
modeli i¢in egitim asamalarinda uygulandi. Cok sinifli anlamsal segmentasyon yontemine uygun olarak
gercgeklestirilen egitim ve validasyon asamalarinin sayisal verileri paylasildi. Test asamasi, ResNet-101
U-Net modelinin% 86,75 oraniyla Birlesim iizerinden en yiiksek ortalama Kesisme (mloU) degerine
ulastigini ortaya koydu. Bu yontemle yol ve serit isaretleme alanlarinin siniflandirilmasi ve tespiti,
otonom araglari dinamik ortam kontroliine yardimci olabilir.
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1. Introduction

The transportation story, which started with the invention of the wheel in 3500 BC, has continued with
various vehicles to today (Kaushal et al. 2012). With the industrial revolution, steam vehicles pioneered
a great change in the field of transportation. The development process, which continues with internal
combustion engines, has gained great momentum today with high-tech vehicles such as autonomous
vehicles, flying cars, and high-speed trains (Winner and Wachenfeld, 2016). Autonomous vehicles are
vehicles that can travel without human intervention. Autonomous vehicles, which automatically detect
roads, lanes, and objects by processing data received from many sensors and cameras with the help of
artificial intelligence, perform dynamic environmental control during their travels (Milakis, 2019). Due
to the size and complexity of the data processed per unit of second, computers with high processing
capacity are used in autonomous vehicles.

With the development of hardware technology, artificial intelligence has become popular. Artificial
intelligence-based systems, which are used in many areas such as health, education, defense industry,
and transportation, can make decisions without the need for any human intervention (Zhang and Lu,
2021). The main purpose of the development of such systems is to minimize the human factor. Many
negatives occur in the transportation sector due to fatigue, carelessness, and similar human factors.
Mistakes such as lane crossing and incorrect overtaking can cause the death of drivers and other people
inside the vehicle (Stanton and Salmon, 2009). The widespread use of autonomous vehicles, thanks to
artificial intelligence-based solutions, can help make travel more reliable and efficient. However,
infrastructure and superstructure needs on these roads must be met (Henschke, 2020). Because one of
the most important parameters for autonomous vehicles is road images taken with the help of cameras.
Autonomous systems cannot provide the expected efficiency if the lane markings are below the expected
standards or if they are absent.

The image data from the cameras alone is not enough for autonomous vehicles to decide. These data
need to be processed and transformed into information. Classical methods and artificial intelligence-
based solutions are frequently used for the processing of image data. Deng and Wu (2018) proposed a
lane detection method based on the Hough Transform. Road images are grayed out by pre-processing
steps. Canny edge detection operator is used to obtain road marks information from grayscale images.
The Hough transform based on pole angle and pole radius constraints is used to obtain the double edges
of the road marks. The results show that mark detection is fast and accurate using the double-edged
subtraction method. He et al. (2004) proposed a road area detection algorithm based on color images.
This algorithm consists of two modules, which estimate the boundaries according to the density image
and detect the path areas from the full-color image. In the first module, using the color components of
the road surfaces, the mean and variance of the Gaussian distribution for the left and right road
boundaries are calculated. The second module effectively extracts the path area and reinforces the
boundaries that best fit the path extraction result. Tests using real road images confirmed the
effectiveness of the proposed method. Yadav et al. (2017) proposed a road segmentation approach
constructed by a combination of deep convolutional neural networks with a color line model based on a
conditional random field (CRF) framework. In this technique, convolutional neural networks learn the
texture of the road, while the pattern of colored lines allows adaptation to changing lighting conditions.
The researchers, who completed the test processes on publicly available datasets, examined precision
and recall values as performance evaluation metrics, as they were only interested in the detection of
paths. The method they proposed reached 93.31% precision and 94.99% recall. Dewangan and Sahu
(2021) proposed a deep learning-based approach to segment road and non-road areas. This approach
uses U-Net, SegNet, and FCN-32 models with fully convolutional network architecture. Experimental
studies were carried out on a publicly available dataset. This dataset contains 101 images with a
resolution of 960x720 pixels (px). The number of images was increased to 909 using various data
augmentation techniques. Models were trained under the same conditions for 100 iterations. When the
test predictions were examined, it was stated that the U-Net model reached an average loU value of 94%
and produced better results compared to other models. Li et al. (2021) proposed a model called Lane-
DeepLab based on semantic segmentation to detect multi-class lane lines in unmanned driving scenarios.
The proposed model is based on the DeeplLabv3+ architecture. The encoder-decoder network of the
model has been redesigned to better detect lane lines. The model is trained for 25 epochs using cross-
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entropy loss and a learning rate of 0.005. As a result of the tests performed on publicly available dataset
samples, it was observed that the model reached an average loU value of 79.23%. The labelling
processes carried out to collect real images of traffic and to indicate road areas in these images are very
costly in terms of time and resources. For this reason, the number of publicly available datasets for
related studies is limited. Among the publicly available datasets used in studies in the literature are
datasets such as Cityscapes, KITTI, and CamVid (Cordts et al, 2016; Geiger et al, 2013; Brostow et al,
2009).

In the existing literature, studies on road and lane detection can be classified into two categories: those
focused on determining road areas and those focused on determining lane marking areas. However, the
number of studies that can simultaneously detect both road and lane markings is limited. A major
limitation of such studies, which require a multi-class segmentation process, is the need for input images
to be at a fixed resolution. Nevertheless, given the diversity of camera equipment used today, limiting
the image resolution reduces the generality and scope of the studies. To address this issue, this study
proposes a method for detecting road and lane markings on high-resolution images on a pixel-by-pixel
basis without any fixed resolution requirement. The proposed method aims to achieve high performance
with minimal training resources by utilizing pre-trained convolutional neural networks in the encoder
network of the U-Net architecture. The rest of this paper is organized as follows. Section 2 contains
information about the method proposed for this study, the used dataset, the deep learning model, and
the performance metrics used in semantic segmentation studies. The numerical values obtained during
the training phase of the model and the test outputs are given in Section 3. The conclusion part of the
study is in Section 4.

2. Material and Methods

A system has been designed for automatic detection of road and lane markings areas by the deep learning
model on the images taken from the cameras placed in the vehicles. The block diagram of this system
is given in Figure 1.
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Figure 1. A block representation of the proposed method in this study.

In the proposed method, the image giving as input to the U-Net model is segmented on a pixel-by-pixel
basis in the output layer. The U-Net architecture is equipped with skip connections between the
contracting and expanding paths, enabling the network to retain spatial information during the
segmentation process. This feature is particularly beneficial for detecting road and lane markings, as
these markings may exhibit intricate shapes and textures necessitating meticulous segmentation.
Additionally, the U-Net architecture possesses a relatively low parameter count compared to alternative
segmentation architectures, resulting in computational efficiency and suitability for real-time
applications. As a result, it is ensured that driverless vehicles can automatically detect road and lane
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markings areas. In such systems, which aim to minimize the human factor, a zero margin of error is
expected. Therefore, deep learning models with high success rates are indispensable. One of the most
critical components in achieving deep models with high success rates is the datasets used for model
training, validation, and testing. Unlike classification studies, segmentation studies require mask images
in addition to the original images, which denote the areas containing meaningful information in the
original images. Creating mask images manually for high-resolution images is very costly. For this
reason, the number of publicly available datasets is limited.

2.1. Dataset

The Mapillary Vistas dataset was used in the training, validation, and testing stages of this study
(Neuhold et al., 2017). The dataset contains high-resolution images. The dataset includes traffic images
captured from all over the world in different weather, season, and daylight conditions. These images
were captured from different imaging devices, including mobile phones, tablets, action cameras, and
professional cameras. In segmentation studies, the objects in the images are distinguished from the
others due to their pixel values. For this reason, labeling and mask images were created for high-
resolution dataset samples by the researchers. Labeling is performed in a dense and fine-grained style
by using polygons for delineating individual objects. In the labeling process, classes with different pixel
values are defined for 66 objects. These pixel classes and their distribution in the dataset are shown in
Figure 2.
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Figure 2. Class distribution in the dataset (Neuhold et al., 2017).

The dataset samples do not have a fixed resolution value. The images in the dataset have resolution
values in the range of 640x480px and 6528%3680px. Randomly selected samples of the original images
and mask images from the dataset are shown in Figure 3.
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Original Images Ground Truth Masks

Figure 3. The dataset samples.
2.2. Pre-processing

There are pixel values corresponding to 66 different objects in the mask images. In this study, since it is
desired to detect only road and lane markings, the pixel values of other objects should be removed from
the mask images. With the help of the pixel-based value change process, the road areas are assigned as
‘1, the lane markings areas as ‘2’ and the pixel values of all other objects are assigned as ‘0’. In Figure
4, the result obtained after applying pixel-based value change to the ground truth mask image is given.

(a) Original Image (b) Ground Truth Mask (c) Pre-processed Mask

Figure 4. Pixel-based value changing method.

All of the mask images have been adapted to the multi-class semantic segmentation concept thanks to
the pixel-based value change process. Mask images are converted into 8-bit single-channel and '.png'
data format. In this way, the area occupied by the mask images in the memory has been reduced. Since
the resolutions of the images in the dataset are high and unequal, they cannot be used directly in model
training. There are hardware limitations, and the input size of the model must be a constant value. To
overcome this problem, there are two alternatives, resizing and image cropping. The loss of information
experienced when resizing high-resolution images is enormous. For this reason, resizing is not
preferred in semantic segmentation studies. The default input size of the U-Net model is 256x256px.
Thanks to the image cropping method, sub-images can be created equal to the default input size of the
U-Net model. Starting from the first pixel, the first sub-image is obtained, covering 256 frames on the
x-axis and 256 frames on the y-axis. This process is then repeated, advancing until it covers the last
pixel of the image. If the size of the original image is not an exact multiple of 256 x256, the padding
method is used. In this way, high-resolution images can be included in model training without loss of
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information. The specified method is also applied for mask images. In the sub-mask images obtained,
images that do not contain any road or lane markings areas may occur. Therefore, images with a pixel
value of only '0" and which do not contain any meaningful objects for our study may cause problems
in model training. To avoid these disadvantages, mask images consisting of only '0' and their
corresponding original images were filtered out and were not included in the training, validation, and
testing stages of the model. The flowchart of the proposed cropping and filtering approach is shown in
Figure 5.
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Figure 5. The proposed cropping and filtering approach.
2.3. U-Net

The U-Net is an architecture for convolutional neural networks that was initially introduced for the
purpose of performing image segmentation tasks, wherein the objective is to assign a class label to each
pixel in an image (Ronneberger et al., 2015). The U-Net architecture derives its name from its "U" shape.
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It comprises two main components: an encoding path and a decoding path. A block representation of
the U-Net architecture is given in Figure 6.
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Figure 6. The U-Net architecture.

The encoder network comprises several layers, each of which performs a specific function in the feature
extraction process. The first layer is typically a convolutional layer, which applies a set of filters to the
input image to produce a set of feature maps. The filters in this layer are designed to capture low-level
features, such as edges and corners, that are present in the input image. In addition to the convolutional
layers, the encoder network also incorporates max pooling operations. Max pooling is a downsampling
technique that reduces the spatial dimensions of the feature maps, while retaining their important
features. Max pooling is typically applied after each convolutional layer, and reduces the spatial
dimensions of the feature maps by a factor of two. This results in a smaller feature map with fewer
parameters, which speeds up the computation and reduces the risk of overfitting. The output of the
encoder network is a set of high-level feature maps that capture the most important features of the input
image. These feature maps are then passed to the decoder network, which forms the expanding path of
the U-Net model.

The decoder network is an essential component of a segmentation model that recovers the spatial
dimensions of the feature maps created by the encoder network and generates a segmentation map of
the input image. It achieves this through transposed convolutional layers that increase the spatial
dimensions of the feature maps. The first layer is a transposed convolutional layer, which applies a set
of filters to the encoder network's feature maps and produces new feature maps with a larger spatial
dimension. Subsequent layers apply filters to the previous layer's feature maps, capturing increasingly
local features of the input image. The decoder network includes skip connections that combine the
encoder and decoder feature maps to access both the local and global features of the input image. The
decoder network's output is a segmentation map, which is a pixel-wise classification of the input image,
assigning each pixel a label corresponding to an object class.

2.4. Post-processing

The input layer resolutions of the deep learning models must be a fixed value. For this reason, it is not
possible to input an image with a different resolution to the relevant models. However, considering the
existence of different technologies, devices, and standards used in daily life, it is not a logical approach
to expect only a predefined fixed value as input. To overcome all these difficulties, it is necessary to
divide the images into 256x256px pieces and give them as input to the model with their names according
to the row-column structure. The 256x256px images obtained at the output of the deep learning model
should be combined sequentially. In this way, the detection of road and lane markings areas on high-
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resolution images can be performed automatically without being subject to limitations due to any
resolution value. An approach to obtaining the predicted mask corresponding to the original image by
combining the 256x256px sub-images predicted by the U-Net model is shown in Figure 7.

Input
(256x256px)

Output
(256x256px)

11 12

3. Row

Predicted Mask

768px

Figure 7. An approach to obtaining the predicted mask.
2.5. Performance metrics

Semantic segmentation is a computer vision technique that involves partitioning an image into multiple
segments, each of which corresponds to a specific object or region within the image. In the context of
semantic segmentation, each pixel in the predicted segmentation mask can be classified as either a True
Positive (TP), False Positive (FP), True Negative (TN), or False Negative (FN) based on its
correspondence with the ground truth segmentation mask. Table 1 provides a summary of these terms
and the corresponding situations they represent.

Table 1. Summary of performance evaluation terms

Terms Description
A pixel is considered a TP if it is correctly classified as belonging to a specific object
TP class by the predicted segmentation mask, and this classification is also correct in the

ground truth segmentation mask.
A pixel is considered a FP if it is incorrectly classified as belonging to a specific object
FP class by the predicted segmentation mask, but this classification is not present in the
ground truth segmentation mask.
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A pixel is considered a TN if it is correctly classified as not belonging to a specific object

TN class by the predicted segmentation mask, and this classification is also correct in the
ground truth segmentation mask.
A pixel is considered a FN if it is incorrectly classified as not belonging to a specific
FN object class by the predicted segmentation mask, but this classification is present in the

ground truth segmentation mask.

These terms are used to compare the predicted segmentation masks generated by the model with the
ground truth masks provided by human annotators. Some commonly used metrics for evaluating the
performance of semantic segmentation models are as follows.

Pixel Accuracy (PA) measures the proportion of correctly classified pixels in the image. It is a
simple and intuitive metric that provides a quick estimate of the segmentation model's overall
accuracy, but it does not take into account the importance of different object classes.

Precision (Pre) and Recall (Rec) are commonly used in classification tasks but can also be
applied to semantic segmentation. Precision measures the proportion of true positive pixels in
the predicted segmentation mask, while recall measures the proportion of true positive pixels in
the ground truth segmentation mask that are correctly identified by the predicted mask.

Intersection over Union (loU) measures the overlap between the predicted segmentation mask
and the ground truth mask for each object class in the image. loU is computed as the ratio of the
intersection of the two masks to their union, and values range from 0 (no overlap) to 1 (perfect
overlap).

Mean Intersection over Union (mloU) is the average loU across all object classes in the image.
It provides an overall estimate of the segmentation model's accuracy, taking into account the
performance across all object classes.

Dice Coefficient (DC) measures the similarity between the predicted and ground truth
segmentation masks. DC values range from 0 to 1, with higher values indicating better
segmentation accuracy. The DC is often used in conjunction with loU to evaluate segmentation
models

loU and DC are two commonly used performance metrics in semantic segmentation studies. Both
metrics are used to evaluate the similarity between the predicted segmentation mask and the ground
truth mask. While both metrics measure the similarity between the predicted and ground truth masks,
they differ in their focus. loU gives more weight to the size of the intersection relative to the size of the
union, whereas the DC gives equal weight to both the intersection and the total number of pixels in the
masks. The loU metric tends to penalize more than the DC. Therefore, the DC tends to measure closer
to the average performance, whereas the loU score measures closer to the worst-case performance. Due
to this feature, the DC is effectively used as a loss parameter in model training.

The mathematical equations required for the calculation of performance metrics used in segmentation
studies are presented in Table 2.

Table 2. The mathematical equations of performance metrics

Metrics Equation

PA TP + TN
TP + TN + FP + FN

Pre l

TP + FP
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Rec L
TP 4+ FN
loU ™
TP + FP + FN
miloU (IoU1 + IoU2 + -+ + IoUn)
n
DC 2XTP

(TP + FP) + (TP + FN)

3. Experimental Results

The results of the U-Net models trained for automatic detection of road and lane markings areas in high-
resolution images are presented in this section. In addition, various evaluation metric values of
experimental findings are shown in the following sections.

3.1. Experimental setups

In this study, the images are randomly divided into 70% training, 20% validation, and 10% testing. The
training set was used to train semantic segmentation model on a large amount of data, allowing it to
learn to recognize and segment different classes of objects within images. Four different models were
compiled for this study: U-Net with ResNet-18 encoder, U-Net with ResNet-34 encoder, U-Net with
ResNet-50 encoder, and U-Net with ResNet-101 encoder. The models and their hyperparameters
utilized in this study are presented in Table 3.

Table 3. The models and hyperparameters

Model Input Size  Weights Le;g:;ng Optimizer Ful;ﬁison pa;cr);ziers
Rea'_\'NEte'tw 256x256x3 ImageNet  0.0001 Adam  DiceLoss 14,340,860
RGLSJ'_\'Ne;?"‘ 256x256x3 ImageNet  0.0001 Adam  DicelLoss 24,456,444
Rea'_\'NEtefo 256x256x3 ImageNet  0.0001 Adam  DiceLoss 32,561,404
RENE-10L  256x256x3  ImageNet 00001 Adam  DiceLoss 51,605,756

The models underwent training and validation processes, utilizing an early stopping function. The
primary objective of this function is to mitigate overfitting, which transpires when a model becomes
excessively intricate and begins memorizing the training data instead of learning generalized patterns
that can be extrapolated to new data. The function monitors the validation loss during the training
process, and terminates the training process if the validation loss stops decreasing or starts increasing.
The early stopping function is optimized to activate after 15 consecutive epochs, where the monitored
loss value displays no decrease. Following the completion of the training and validation phases, the final
weights of each model were recorded in the ".hdf5' format. Subsequently, the models with the recorded
weights were tested using test images, and the optimal model was determined by evaluating the attained
performance metrics. The schematic representation of the training, validation, and testing phases of the
models is illustrated in Figure 8.
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Figure 8. The schematic representation of the training, validation, and testing phases
3.2. Results

Accurate and efficient segmentation of road and lane markings is a critical task for the development of
computer vision systems in the field of autonomous driving. To accomplish this task, we trained U-Net
models with four different additional variants using the ResNet architecture. These backbones are
widely recognized for their ability to extract meaningful features from images, which is essential for

accurate segmentation. The performance graphs of the models obtained during the training and
validation stages are given in Figure 9.
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Among all models, the ResNet-101 U-Net exhibited the lowest validation loss and the highest
validation DC, indicating its superior performance in segmenting road and lane areas. The ResNet-101
U-Net model achieved a validation loss of 0.1715 and a validation DC of 0.8853, outperforming the
other three models in terms of accuracy and robustness. To assess the effectiveness of the proposed
method, we evaluated the four models on a separate set of test images that were not used for training
or validation. The ResNet-18 U-Net model achieved a mloU of 85.37%, while the ResNet-34 U-Net
model achieved a slightly higher mloU of 86.02%. The ResNet-50 U-Net model had an mloU of
85.71%, and the ResNet-101 U-Net model achieved the highest mloU value of 86.75%. Figure 10
presents the class-based loU value distribution for each of these models on the test images.
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Figure 10. The class-based loU value distribution.
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Figure 11 shows the predicted segmentation mask for each model on randomly selected test images. By
visually comparing these results, the segmentation performance of each model in real-world scenarios
can be better understood.

Original Image GT Mask ResNet-18 U-Net ResNet-34 U-Net ResNet-50 U-Net ResNet-101 U-Net

1Al
1Al

Figure 11. The predicted segmentation mask on test images.
4. Discussion

The development of computer vision systems for autonomous vehicles is a rapidly growing research
area. With advancements in hardware technology, there is an increasing number of studies focused on
providing vision to autonomous systems. In this study, we propose a ResNet-101 U-Net model for
accurately segmenting roads and lane markings from street-level images. The results obtained from our
experiments indicate that the proposed model performs well in accurately segmenting both the road and
lane markings. Furthermore, the resolution of the input image does not significantly impact the
performance of the proposed method. Figure 12 illustrates the prediction made by the proposed model
on test image with resolutions different from 256256 pixels.
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xdgyz

3264px 3264px

Figure 12. The predicted segmentation mask on high-resolution image.
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To the best of our knowledge, this is one of the first studies to use this model for this task. Table 4
provides details for a hand-curated selection of research studies on computer vision for autonomous
vehicles. Cheng et al. (2023) proposed a lane line detection algorithm based on instance segmentation.
The proposed method optimizes the RepVgg-A0 network structure. Experimental results shows that the
algorithm achieves an accuracy (Acc) value of 96.70% on the TuSimple dataset. Liu et al. (2022)
proposed a Lane-GAN network for lane line detection that is robust to blurred images in complex road
environments. Their model yielded a 96.56% Acc rate. Dewangan et al. (2021) proposed an approach
based on U-Net for segmenting road and non-path areas from images. The experimental results, obtained
using the Camvid dataset, show that U-Net outperforms other models with a score of 94.00% for both
mloU and DC. Das et al. (2021) proposed a method for road boundary estimation using deep learning-
based semantic segmentation, without prior knowledge of road markings. The method employs a
DeepLab architecture with different types of backbone networks and handles class imbalance using
weighted loss contribution. The method is evaluated using the ‘ICCVO9DATA’ dataset. The method
achieved the Acc of 0.9596.

Table 4. The research studies on computer vision for autonomous vehicles.

Study Dataset Defau!t Number Of Classes Method  Performance
Input Size
Cheng et - 2 (Line and Custom _ 0
al. (2023) TuSimple 368x640 background) Model Acc=96.70%
Liuetal. TuSimple and 2 (Line and Lane- _ 0
(2022) CULane 1280x720 background) GAN Acc=96.56%
Dewangan
etal. Camvid 960x720 2 (Road and non-road)  U-Net  mloU=94.00%
(2021)
Acc=95.96%
D(azsoeztg' ICCVOIDATA  256x256 S Eﬁ;‘dt;;ffdrﬁ’ﬁ,ﬁ‘;‘)daw Dbe\ig&a Pre=94.53%
g Rec=93.69%
3 (Road, Lane ResNet-
Thisstudy Mapillary Vistas - markings and 101 U- mloU=86.75%
background) Net

In the literature studies, binary segmentation studies were commonly conducted, such as distinguishing
between road or background, and lane markings or background. As a result, high performance in these
studies is typically achieved. However, a fixed input size is usually required in all proposed methods.
When an image of a resolution other than this value is inputted, no action can be taken. In this study, an
image cropping and merging method is proposed to enable segmentation without requiring a fixed
resolution value.

The advantages of our method can be summarized as follows:
e The image cropping and merging method reduces resource usage.
¢ End-to-end multi-class segmentation can be performed without input size limitations.

e The pixel-based classification feature provides more precise detection of road and lane
markings.

e The filtering function used during the training phase enables higher success rates to be achieved
in a shorter amount of time.

The primary limitation of the proposed method is the high cost associated with creating new datasets for
use in the training, validation, and testing phases of the model. In future studies, we intend to validate
and enhance the model's generalization ability by utilizing a hybrid dataset obtained from public sources.
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