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Abstract— In this study, the leaves are classified by various 

Machine Learning (ML) and Deep Learning (DL) based 

Convolutional Neural Networks (CNN) methods. In the proposed 

method, first, image pre-processing is performed to increase the 

accuracy of the posterior process. The obtained image is a 

grayscale image without noise as a result of the pre-processing. 

These pre-processed images are used in classification with ML and 

DL. The Speeded Up Robust Features (SURF) are extracted from 

the grayscale image for ML-based learning. The features are 

restructured as visual words using the Bag of Visual Words 

(BoVW) method. Then, histograms are generated for each image 

according to the frequency of the visual word. Those histograms 

represent the new feature data. The histogram features are 

classified by four different ML methods, Decision Tree (DT), k-

Nearest Neighbor (KNN), Naive Bayes (NB) and Support Vector 

Machine (SVM). Before using the ML methods, the Bayesian 

Optimization (BO) method, which is one of the Hyperparameter 

Optimization (HO) algorithms, is applied to determine 

hyperparameters. In the classification process performed with 

four different ML algorithms, the best accuracy is achieved with 

the KNN algorithm at 98.09%. Resnet18, ResNet50, MobileNet, 

GoogLeNet, DenseNet, which are state-of-the-art CNN 

architectures, are used for DL-based learning. CNN models have 

higher accuracy than ML algorithms. 

 

Index Terms—Bag of Visual Words, Bayesian Optimization, 

Convolutional Neural Networks, Deep Learning, Speeded Up 

Robust Features 

 

I. INTRODUCTION 

N AGRICULTURE, plants must be constantly observed to 

ensure the continuity of food production, and efforts must be 

made to ensure that different plant species do not become 

extinct. Plants are the essential source of life on earth. All living 

organisms on earth need nutrition and water. Plants release 

oxygen to the atmosphere through photosynthesis to meet these 

main needs. In addition, climate and the distribution of gases in 

the atmosphere become regular due to the plants.  
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Many animals in nature meet their sheltering needs in the favor 

of plants. Substantial needs of people and animal such as drugs, 

fuel, etc. are provided by plants [1].  and animals in nature 

need plants, hundreds of plants are extinct due to human 

activities over the past 200 years. The continuity of plant 

production has an enormous effect on the future of human 

generation. Therefore, various precautions should be taken to 

prevent the extinction of the plant. For this purpose, one of the 

precautions taken is the identification of plant species [2].  

Recognition is the most effective one for the protection of 

plant species. If plant species can be recognized accurately, 

precautions can be taken for the endangered plant species so 

that, the generation of plant species can be protected. But given 

the existence of nearly 3 million named and classified plant 

species on earth, this is no easy task[3]. Because it requires in-

depth knowledge and experience about botany and plant 

systematics [4]. In addition, classification techniques such as 

morphological anatomy, cell biology, molecular biology, and 

photochemistry are complex and challenging topics, and 

therefore not suitable for online applications [5, 6]. As a result, 

the detection of all plant species on earth is an important but 

difficult task. 

For easier plant identification, using plant leaves has long 

been accepted by researchers [7]. The leaves on the plant are 

the strongest determinant of that plant type. Because unlike 

flowers and fruits which appear in a short period, they are both 

outnumbered and long-lasting [8]. The exact color of the leaves 

can differ depending on the climate. That's the reason why it is 

essential to make a classification according to both shape and 

tissue features. In this way, more reliable results can be 

achieved [9]. In addition to recognizing the plant species, leaves 

also provide the discovery of important information such as 

plant development and plant disease. However, given the large 

number of leaf species, leaf recognition by traditional methods 

is a time-consuming and difficult task for botanists. Recently, 

such classification tasks have become easier and faster to be 

solved automatically with computer-aided systems [10].  

Due to the disadvantages of traditional methods, studies 

using automatic identification methods have increased. Gaston 

and O'Neill [11] stated that it is possible to identify the plants 

automatically with the recent developments in the field of 

Artificial Intelligence (AI) and Digital Image Processing. The 

classification studies of the plants gained popularity in the past 

decade with developments in both Machine Learning (ML) and 

Deep Learning (DL) fields. For example, in papers by Kulkarni, 
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Rai, Jahagirdar and Upparamani [12], Kumar, Belhumeur, 

Biswas, Jacobs, Kress, Lopez and Soares [13] and Wäldchen, 

Rzanny, Seeland and Mäder [14] different computer vision and 

AI-based applications were introduced to improve leaf 

identification performance. 

Plant identification studies provide significant benefits in 

applications for smart and precision agriculture. The 

development of automatic and rapid plant recognition 

applications can be used to know which plants have benefits 

and harms. In addition, leaf-based plant classification 

applications allow exciting applications for autonomous 

agricultural applications [15]. In this sense, the prominent 

application area is selective spraying. Vehicles that perform 

autonomous spraying according to the map of weed and crop 

distributions with selective spraying are an active field of 

application [16]. In addition, autonomous applications can be 

developed to monitor different crops grown in a greenhouse. 

Recently, different applications have been developed for 

precision agriculture with Unmanned Aerial Vehicles (UAV) 

and Unmanned Ground Vehicles (UGV). A comprehensive 

survey study on this was presented by Aslan, Durdu, Sabanci, 

Ropelewska and Gültekin [17]. As a result, plant identification 

applications are important and necessary in different fields for 

precision agriculture. 

In this study, learning-based ML and DL methods are applied 

to identify leaves with high accuracy. For this, leaf images in 

the Folio [18] dataset are used. First, simple image processing 

steps are applied to raw images. In this way, irrelevant features 

that will negatively affect the artificial intelligence result are 

removed. ML and DL are implemented on these pre-processed 

images. While the feature extraction step is required first for 

traditional ML methods, feature extraction is performed 

automatically through deep layers in DL. In this study, to 

extract the necessary features for ML, Speeded Up Robust 

Features (SURF), a very powerful feature descriptor, is used. In 

addition, Bag of Visual Words (BoVW) is used to cluster a large 

number of features and express these clusters with histograms. 

Using the obtained histograms, the classification of leaf images 

is completed. In experimental studies, various ML methods 

such as Decision Tree (DT), k-Nearest Neighbor (KNN), Naive 

Bayes (NB) and Support Vector Machine (SVM) are applied 

with Bayesian Optimization (BO) to get the best performance 

from ML techniques. After the ML step, pre-processed leaves 

are classified with CNN models that can automatically extract 

features and perform classification. For this, frequently 

preferred methods such as Resnet18 [19], ResNet50 [19], 

MobileNet [20, 21], GoogLeNet [22] and DenseNet [23] are 

used. In the last step, the model that gives the most accurate 

result for the Folio dataset is also applied to the Swedish dataset 

to prove the result. 

The hypothesis and novelty in this study are that traditional 

ML algorithms powered by SURF, BoVW and BO steps can 

perform close to popular CNN models in leaf recognition. The 

contributions of this article can be summarized as follows: 

1) SURF features extracted from leaf images are 

strengthened with the BoVW method. 

2) Different ML algorithms with powerful feature extraction 

and optimization steps are compared with different CNN 

models. 

3) This study compares the high-level feature extraction 

power of CNN with ML methods including SURF, BoVW and 

BO. 

4) At the end of the study, high leaf recognition successes are 

obtained. 

The article is organized as follows. After the introduction, 

previous studies on leaf classification are discussed in section 

2. Section 3 introduces leaf datasets used in learning algorithms. 

The pre-processing steps applied to leaf images, the BoVW 

approach, the ML and DL algorithms used, etc. are explained 

in section 4. Section 5 analyzes the ML and DL results obtained 

as a result of applying the proposed methods. Finally, section 6 

concludes the work. 

II. RELATED WORKS 

Unfortunately, existing methods are not capable enough for 

the strong classification of the leaves [5, 24]. Therefore, many 

researchers aim to increase the accuracy of the classification by 

using different algorithms and their combinations. Vijaya 

Lakshmi and Mohan [25] suggested a new circle-based radii 

model. This model was based on the leaf's center point and leaf 

boundaries. 50 out of 220 classes from the ICL dataset were 

used. 44 features were extracted from each leaf. The SVM 

algorithm was used for classification. As a result of the study, a 

success of 93.33% was achieved. Koklu et al. [26] created 

grapevine leaf images and classified these images with the 

MobileNetv2 CNN model. They proposed three different 

approaches to classification. They implemented fine-tuned 

MobileNetv2 in the first, the MobileNetv2-SVM structure in 

the second, and the MobileNetv2-SVM-feature selection in the 

last. Also, different kernel functions for SVM were taken into 

account. At the end of the study, the CNN-SVM structure based 

on the selected features performed in the last step performed 

more successful classification with 97.60% accuracy. Sharma 

et al. [27] performed leaf classification based on color and 

texture features. They used HSV (hue, saturation, value) color 

space to extract color features and the Gray-Level Co-

Occurrence Matrix (GLCM) algorithm to extract texture 

features. Extracted features were given as input to Artificial 

Neural Network (ANN), both individually and by fusion. At the 

end of the study, it was stated that the fusion features were 

stronger for leaf recognition. Arun and Viknesh [28] performed 

leaf classification on the Mendeley dataset using eleven 

different pre-trained CNN models such as AlexNet, Xception, 

ResNet50, and EfficientNet. In the comparisons made in the 

study, it was stated that the EfficientNet B5 model 

outperformed other models with 99.75% accuracy. Jin, Hou, Li 

and Zhou [24] emphasized leaf tooth features. The deformities 

in the leaf squares were removed with the Pauta criterion. After 

this, four-leaf tooth features (Leaf-obliqueness, Leaf-rate, Leaf-

num and Leaf-sharpness, and Leaf-obliqueness) were obtained. 

As a result of the study, accuracy values between 73% and 80% 

were obtained. Saleem et al. [29], focused on handcrafted visual 

leaf features, feature extraction techniques, and classification 

methods for the analysis of visual leaf shape features in plant 

classification. In the experiments performed on the Flavia 

dataset, they presented a five-step algorithm for leaf recognition 

consisting of pre-processing and segmentation, feature 

extraction, etc. They used KNN, DT, NB, and multi-SVM 
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classifiers in the proposed algorithm. At the end of the study, 

KNN was the most successful ML method with 98.75% 

accuracy. Also, at the end of the study, the proposed method 

was compared with AlexNet. The proposed method was more 

successful than AlexNet in the presence of less training data. 

Dudi and Rajesh [30] performed a DL-based plant 

identification application using the Swedish and Mendeley 

dataset. First, they applied pre-processing steps such as median 

filtering and histogram equalization to the leaves. These images 

were then classified by CNN optimized with the Shark Smell-

based Whale Optimization Algorithm (SS-WOA). They also 

introduced a threshold dependent classification method to 

classify untrained images. The proposed SS-WOA application 

outperformed different ML methods such as NB, SVM for both 

trained and untrained data. Sladojevic  et al. [31] applied DL 

that was recently overemphasized in the field of ML. In that 

study, recognition of plant disease was aimed. Hence, leaf 

recognition was done using Convolutional Neural Networks 

(CNN). With this method, 13 different healthy leaf species were 

introduced to CNN. So, diseased species were distinguished. As 

a result of the study, the accuracy rate between 91% and 98% 

was acquired. Kulkarni et al. [12] utilized Zernike moment 

features in addition to shape, color, vein, and texture features. 

As a classifier, Radial Basis Probabilistic Neural Network 

(RBPNN) was preferred. The accuracy rate of the study using 

Flavia data was 93.82%. Wagle et al. [32] designed a compact 

CNN with different convolutional layers, named N1, N2, and 

N3, for plant species classification. They tested this compact 

CNN model on the PlantVillage and Flavia datasets. They then 

compared their results with the AlexNet model with transfer 

learning. The designed CNN model was superior in terms of 

training time and accuracy. The classification accuracies 

achieved were above 99%. Bakhshipour and Jafari [33] 

presented a proposal for the separation of sugar beet and weed. 

In the feature extraction phase, shape factors, moment 

invariants, and Fourier descriptors were extracted from images. 

ANN and SVM were carried out in the classification phase. In 

that study, four common weed species were detected in sugar 

beet. Accuracy rates were 92.92% for ANN and 95.00% for 

SVM. Finally, in another study by Kho et al. [34], three 

different Ficus species leaves (F. benjamina, F. 

pellucidopunctata, and F. sumatrans) were classified. 

Morphological features, Hu moment features, texture features, 

and Histogram of Oriented Gradients (HOG) were employed in 

the feature extraction stage. ANN and SVM were applied to 

perform classification. As a result of both models, the accuracy 

rate was found as 83.3%. 

In general, previous studies have used different feature 

extraction, optimization and classification algorithms for leaf 

classification. In previous studies, it is desired to increase the 

accuracy of leaf recognition by using different methods 

together (hybrid). Some studies perform classification with ML, 

others with DL. The learning algorithm used in leaf 

classification is vital for accuracy. No comprehensive study 

involving DL and ML comparison has been carried out so far. 

The superiority of DL algorithms over ML is known. In this 

sense, this study equips ML algorithms in the best way and 

compares them with different CNN models. 

III. DATASET 

A. Folio Dataset 

In this study, the dataset from UCI[35] library is used. The 

Folio dataset includes 32 different images each belonging to 

different leaves. Each type has 20 images. Images are obtained 

from a mobile phone with a 1980x1024 resolution. In this study, 

15 different types of leaves from the Folio [18] dataset are 

classified. The types of leaves are shown in Fig. 1 (a). 

 

B. Swedish Leaf Dataset 

The Swedish Leaf dataset [36] is a public dataset created by 

Linkoping University and the Swedish Museum of Natural 

History. The dataset contains a total of 15 different leaf types, 

and each type has 75 sample images. Some species are very 

similar in shape to each other. The image background is white. 

The leaf types of the Swedish Leaf dataset are shown in Fig. 

1(b).  

 

 
(a) Folio dataset 

 

(b) Swedish Leaf dataset 
Fig.1. Leaf datasets used in the study 

IV. METHODOLOGY 

The methodology part of this study deals with image 
processing, feature extraction, ML and DL methods. A general 
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flow chart showing the application of these methods in this 
study is shown in Fig. 2. In this section, each method used is 
examined in detail and the outputs of the relevant method are 
shared. 
 

 
Fig.2. Methods used in the study   

A. Image Processing 

Most of the time, it is crucial to perform pre-processing 

operations in the original image to minimize the error of the 

feature extraction process.  Using the advantage of pre-

processing, some operations like the extraction of desired 

features, minimizing the noise can be achieved, and it directly 

affects the performance of the classification. This study 

presents a comparative analysis of ML and DL methods, which 

are frequently preferred in leaf classification applications. The 

main purpose of this study is to compare the results obtained 

from ML and DL-based algorithms. However, in order to 

increase the accuracy and reliability of both ML and DL-based 

algorithms, it is necessary to examine only leaf-containing 

pixels. In this sense, some image pre-processing steps are 

applied for raw leaf images. The image is belonging to the 

Croton plant, and each pre-processing step is illustrated in the 

order in Fig. 3.   

 

 
Fig.3. Pre-processing steps 

 

As shown in Fig. 3, the original image is converted to a 

grayscale image to overcome the complexity derived from color 

and to minimize the noise. When Fig. 1 (a) is examined, it is 

obvious that backgrounds are completely white for some 

images while it is not for others. To improve recognition 

performance, features should be extracted mostly from the leaf. 

For this, a noise-free and uniform background should be 

provided for all leaves. For this reason, the background of all 

images should be white. The threshold value is determined by 

the Otsu method [37], and the leaf is completely separated from 

the background to cover the background with white color. The 

main purpose of the pre-processing is that the background 

should be white, and the leaves are gray-scale. For this reason, 

noise removal, morphological operations, filling, and inversion 

were performed on the image after the determination of the 

threshold value of the image. Eventually, the multiplication of 

achieved inverse image and gray image gives the final image. 

After this stage, most of the features extracted from the final 

image belong to the leaf. In summary, as a result of the pre-

processing, the original image is subjected to specific 

processing, and thus, noise is removed, and gray space leaf 

images are obtained. Each of these processes is first applied to 

all leaves. The obtained results are recorded, and the features of 

these images are extracted. The original images and the final 

images of the Croton plant as a result of pre-processing are 

shown in Fig. 4. 

 

 
Fig.4. Original and final images of Croton plant 

 

B. K-Means Algorithm 

The K-Means algorithm is a frequently used learning method 

that has a simple structure. In this method, a large number of 

extracted features are divided into k groups. When the 

algorithm starts, first of all, centers are determined. Afterwards, 

data are classified according to these centers. According to the 

classification results, the center points are constantly updated. 

This process continues iteratively. Clustering is completed 

when the error between the specified center point and the data 

reaches the minimum value [38, 39]. 

C. Bag of Visual Words 

The BoVW algorithm is an adapted version of the BoW (Bag 

of Words) algorithm to images. Using the BoW algorithm, it is 

possible to obtain a histogram of the words in a document. In 

this way, document classification can be performed. Similarly, 

with the BoVW, images can be classified by identifying visual 

words in an image and creating histograms [40]. In the BoVW 

method, the extracted features are clustered first. As a result of 

clustering, words are obtained, and each cluster represents a 

word. Finally, histograms are created according to the word 

frequency in the input image [41, 42]. 

D. Feature Extraction 

In this study, SURF features are extracted from each pre-

processed image. SURF is superior to SIFT (Scale Invariant 

Feature Transform) in terms of faster feature extraction [43]. 

Since there are 20 pieces from each leaf and the training rate is 

80% in the classification, a total of 240 leaves are used to 
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extract features. The total number of extracted features is 

947085. In Fig. 5, the features of some different leaves are 

shown with red marks.  

ML or DL models can be fed directly with SURF features. 

However, more successful results were obtained in studies [44-

47] that applied SURF features together with the BoVW model. 

For the detection of SURF key points, the Hessian matrix is 

used. With the determinant of the Hessian matrix, it is decided 

whether a point will be chosen as the key point. Considering a 

pixel, its Hessian matrix is calculated as follows: 

 

𝐻 (𝑓(𝑥, 𝑦)) =

[
 
 
 
 
𝜕2𝑓

𝜕𝑥2
  

𝜕2𝑓

𝜕𝑥𝜕𝑦
  

𝜕2𝑓

𝜕𝑥𝜕𝑦
  
𝜕2𝑓

𝜕𝑦2
 
]
 
 
 
 

 (1) 

 

In an 𝐼 image, given the point 𝐱 =  [𝑥, 𝑦], the Hessian matrix 

𝐻 (𝐱, 𝜎) at point 𝐱 on the scale 𝜎 is defined as follows [48]: 

 

𝐻 (𝐱, 𝜎) = [
𝐿𝑥𝑥   𝐿𝑥𝑦  

𝐿𝑦𝑥  𝐿𝑦𝑦
] (2) 

 

Here 𝐿𝑥𝑥(𝐱, 𝜎) is the convolution of the image 𝐼 at the 𝐱 point 

and the Gaussian quadratic derivative (
𝜕2

𝜕𝑥2 𝐺 (𝑥, 𝑦, 𝜎)). Others 

(𝐿𝑥𝑦 , 𝐿𝑦𝑥, 𝐿𝑦𝑦) are calculated similarly. Since key point 

calculations will be made for each pixel, the SURF method is 

affected by noise in the image and faulty or missing features 

can be extracted [49-51]. Because SURF features are calculated 

for each pixel. Therefore, noise in the image and unnecessary 

blobs in the background should be removed. Various noise 

removal or denoising methods can be used for this purpose [52]. 

By removing the noises, only features are extracted from the 

main object. The number of features extracted with SURF may 

be different for each image. In other words, the number of 

pixels that are resistant to rotation and scale change in an image 

can be different. However, thanks to the use of these features 

with the BoVW model, the number of features will equate to 

the number of visual words. 

As seen in Fig. 5, the background noise is completely 

removed, and the SURF features are only on the leaf. These 

SURF features are then processed in the BoVW algorithm to 

generate new feature data. In this way, it is aimed to represent 

more complex, and numerous SURF features in a more 

meaningful way with BoVW. Features are first clustered with 

BoVW. In this study, k-means is used as the clustering 

algorithm, and k value is set to 500. In other words, 947085 

features are distributed to 500 clusters in k-means. Each cluster 

represents a word. The result of BoVW is expressed using 

histograms according to an image word frequency. However, 

the histogram only gives the word frequency in an image. 

Location information is not available on the histogram. The 

histogram obtained from a sample leaf image is shown in Fig. 

6. 

 
Fig.5. SURF features extracted from pre-processed images 

 
Fig.6. Visual word frequency histogram obtained from a leaf of Ashanti Blood 

 
The histogram obtaining process in Fig. 6 is carried out for 

each leaf. As a result, a new numerical dataset in the size of 
240x500 is generated for 240 images. These data can now be 

classified by four different ML methods. 

E. Machine Learning-Based Leaf Classification 

In this study, four different ML methods, DT, KNN, SVM, 
and NB, respectively are used for the classification of the 
leaves. In this part, methods are explained briefly. 

 

1) Decision Tree 

DT is a supervised learning method that can solve 

classification and regression problems by using trees, leaves, 

and branches in a representative manner. The tree structure is 

formed with DT according to the used dataset. A tree consists 

of leaves and branches. Leaves represent the label of the class 

while branches represent the cluster that forms the label class. 

Forming a tree continues iteratively until there are no criteria to 

divide the samples. After the forming phase of the tree, it is time 

for the pruning phase which increases the performance of the 

classification. A big dataset can be classified successfully by 

using DT [53-55].  

 

2) k-Nearest Neighbors 

The KNN algorithm is an unsupervised learning method that 

is easy to understand and implement. The algorithm works by 

considering the distance between the data of known class and a 

new sample for the classification operation. The number k 

represents the number of data closest to the new sample, and the 

class assignment is performed by considering the majority. 

Contrary to other methods, there is no time lost for the training 

process, in another saying there is no training process. Although 

KNN is a classical method, it is still preferred because of its 
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accuracy and speed, and it was used frequently in applications 

such as pattern recognition and classification [56-58]. 

 

3) Support Vector Machine 

SVM is a supervised learning method for classification and 

regression applications because of its high performance. The 

training process was performed in a multi-dimensional space by 

creating hyperplanes. The classes are separated with 

hyperplanes, and for a strong separation, hyperplanes should 

divide the class with an optimal distance. SVM includes the 

necessary calculations that form the hyperplanes to provide 

optimum separation. In addition, a multi-dimensional and non-

linear dataset can also be classified with SVM. The kernel trick 

method is used for this purpose. In this way, the feature space 

is mapped to a higher space, and afterwards, hyperplanes are 

created [59-61]. 

4) Naive Bayes 

NB is a probabilistic classification model based on the Bayes 

theorem. With probability calculations using data of a known 

class, the class of the new data can be calculated. In this method, 

classification is made by assuming that the features have 

connections and relations. One of the most important 

advantages of NB is that it can perform classification with little 

training data. Moreover, NB is less affected by noises [62-64]. 

F. Bayesian Optimization (BO) 

BO [65]  is a hyperparameter search algorithm. It was 

developed using Bayes' theorem. With Bayes, the posterior 

distribution is estimated using prior knowledge. The equation 

representing the general Bayes theorem is shown in Equation 3. 

According to Equation 3, posterior distribution (𝑃(𝑋|𝑍)) is 

directly proportional to likelihood (𝑃(𝑍|𝑋)) and a priori 

distribution (bias) (𝑃(𝑋)) [66]. 

 

𝑃(𝑋|𝑍) ∝ 𝑃(𝑍|𝑋)𝑃(𝑋) (3) 

𝑥∗ = arg𝑚𝑖𝑛𝑓(𝑥)        𝑥 ∈ 𝑋 (4) 

 

BO is often used among HO methods. The general 

calculation formula for this optimization method is as in 

Equation 4. In Equation 4, the value 𝑥∗ minimizes the function 

𝑓(𝑥). Here x represents a hyperparameter of the ML algorithm. 

𝑓(𝑥) represents an objective function, also called the Gaussian 

process model, that strives to be minimized. The 

hyperparameter type 𝑥 is searched in the 𝑋 search space. 

Finding the optimal hyperparameter for ML algorithms in the 

search space is quite costly. Also, it would be costly to use their 

values in the whole space to find the optimum value of 𝑥 as in 

Equation 4. An iterative approach is required to reduce cost. At 

this stage, BO converges to the optimum value by applying 

Bayes-based iterative optimization[67]. 

G. Deep Learning-Based Leaf Classification 

This section presents the data augmentation step applied for 

leaf classification based on DL. It also briefly introduces the 

Resnet18 [19], ResNet50 [19], MobileNet [20, 21], GoogLeNet 

[22] and DenseNet [23] CNN models applied for classification. 

1) Data Augmentation 

It is a well-known fact that a rich dataset increases the 

success of DL classification. However, it may not always be 

possible to obtain a rich dataset. Therefore, the images in the 

dataset can be artificially augmented to obtain a rich dataset 

using various techniques [68, 69]. Data augmentation is actions 

performed on raw images to increase the amount of data in the 

dataset. 

 
Fig. 7. Data augmentation techniques and sample result images 

In this study, there are a total of 300 images, 20 of which 
belong to each of 15 different leaf types. Since this number of 
images is insufficient for a DL study, data augmentation 
techniques are applied. Four different data augmentation 
techniques (Rotation, Scale, Translation, and Blur) are applied 
to each image shown in Fig. 7 to ensure data diversity. With the 
rotation operation, the image is rotated around its center by a 
certain degree. The translation process is to shift the images 
right, left, up or down on a pixel basis. With scale operation, the 
scale of the image is changed at a certain interval, so that the 
image of the object in different dimensions is created. For blur, 
a low-pass filter is applied to reduce the high-frequency effect 
in the image. The total number of images is increased to 1500 
by using data augmentation techniques. The lower and upper 
limit values of these data augmentation methods are shown in 
Table I. 
 

TABLE I 

THE LOWER AND UPPER LIMITS OF THE DATA AUGMENTATION 

TECHNIQUES USED 

Parameter  Lower Limit Upper Limit 

Blur 1 4 

Rotation -45° 45° 

Scale 0.8 1.2 

Translation (pixel) -20 +20 

 

2) ResNet18 and ResNet50 

CNN architectures are designed in a deeper structure over 

time. This complicates these architectures. Also, constantly 

increasing the depth does not always increase success. ResNet 

[19] is developed to avoid the vanishing gradient problem, 

which limits the learning of the network as the depth increases. 

To achieve this, residual blocks are used to transmit residual 

values to subsequent layers. ResNet18 and ResNet50 models 

with different depths such as 18 and 50 were developed using 

this principle. 

 

3) MobileNet 

MobileNet is a deep architecture with low computation and 

fast processing capability, designed for use on mobile devices. 

Expensive convolution layers are replaced with 1x1 and 3x3 
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convolution layers to reduce the number of parameters. In this 

way, fewer learning parameters are obtained. MobileNetv2, on 

the other hand, uses inverted residual blocks with bottleneck 

properties and thus has fewer parameters [70]. 

 

4) GoogLeNet 

GoogLeNet is a 22-layer architecture developed by 

researchers at Google. It is the first version of the Inception 

network (Inception v1). In its architecture, it used an inception 

model consisting of convolution filters with dimensions of 1x1, 

3x3 and 5x5. In this way, while increasing the depth of the 

network, the computational load is reduced [22]. 

 

5) DenseNet 

It is similar to the ResNet architecture in general, but denser. 

Each convolution layer except the first layer receives feature 

maps of all previous convolution layers. That is, the feature 

maps of a convolution layer are given as input to all subsequent 

layers. DenseNet-201 is a deep CNN with a layer depth of 201 

[23]. 

V. RESULTS 

This section evaluates the classification performance of ML 

and DL algorithms. Performance metrics used for this are given 

in Equations 5-10. 

 

Accuracy =
TP + TN

TP + FP + TN + FN
 

(5) 

Precision =
TP

TP + FP
 

(6) 

Sensitivity =
TP

TP + FN
 

(7) 

Specificity =
TN

TN + FP
 

(8) 

F1 − score =
2TP

2TP + FP + FN
 

(9) 

TP: True 

Positive 

TN: True 

Negative 

FP: False 

Positive 

FN: False  

Negative 

 

A. ML Results 

DT, KNN, SVM, and NB have different hyperparameters 

that significantly affect the accuracy of the algorithm. When 

these hyperparameters are determined, optimal success can be 

obtained from the relevant ML method. With the 

Hyperparameter Optimization (HO) method, hyperparameter 

values that make system error minimum are determined [71]. 

BO [65] approach which is one of the HO methods is used in 

this study to obtain parameters that would give maximum 

success rates. For this reason, hyperparameters are first 

determined by the BO approach and then classification is made 

by using these hyperparameters. The hyperparameter values 

used for DT, KNN, NB, and SVM and the time taken to find 

the optimum hyperparameters (BO duration) are shown in 

Table II.  

In addition, optimization graphs determining DT, KNN, and 

NB hyperparameters are shown in Fig. 8. Fig. 8 shows the 

objective function values according to the changes of the 

hyperparameters in three different ML algorithms. In these 

graphs, the values that minimize the objective function are 

searched in the search space. The hyperparameter value of each 

ML algorithm is calculated iteratively with BO and the 

objective function is recalculated accordingly. Instead of 

calculating the objective function with all space values, BO 

reaches the optimum value faster with an iterative approach. 

For each ML algorithm, the hyper parameter values that 

minimize the graph are recorded and ML classifications are 

made using these values. For SVM, the four-dimensional BO 

graph could not be plotted due to the number of variables 

(objective function, C, kernel scale, and coding method). 

However, results are obtained. The confusion matrices obtained 

after the classification using the specified parameter value are 

shown in Fig. 9, respectively. The metric values in Equations 1-

6 are calculated to determine the classification performance. 

These values are shown in Table III.  

 

 

(a) DT 

 

(b) KNN 

 

(c) NB 

Fig. 8. BO results of ML algorithms 

 

Considering the confusion matrices in Fig. 9 and the 

performance metrics in Table III, it is seen that KNN and SVM 

methods are more successful than other methods with an 
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accuracy of 98.09%. Since KNN is the ML method that 

provides faster training, KNN is a more preferable method in 

this respect. It should be noted that these results are calculated 

using the ML parameters obtained with BO, that is, they are the 

optimum classification results. 
 

TABLE II 

HYPERPARAMETERS FOR ML ALG. AND BO DURATION VALUES 

ML Alg. DT KNN NB SVM 

Hyperpara- 

rameters 

Min. 

leaf 
size:  

3  

Number of 

neighbors: 
1 

 

Distance 
type:  

spearman 

Distributi

on type: 
 kernel 

 

Kernel 
width:  

0.00308 

Coding method: 
one-versus-all 

 

Box Constraints 
(C): 0.84721 

 

Kernel scale: 
0.0336963 

BO duration 

(sec.) 
61.86 41.944 3664.401 1616.419 

 
 

TABLE III 

PERFORMANCE METRICS OF ML ALGORITHMS 

ML 

algorithm 
Acc. Spec. Prec. Sens. F1-Score 

DT 0.6536 0.9752 0.7213 0.6536 0.6536 

KNN 0.9809 0.9986 0.9851 0.9809 0.9805 

NB 0.8963 0.9926 0.9173 0.89635 0.8958 

SVM 0.9809 0.9986 0.9851 0.9809 0.9805 

B. DL Results 

In the next step after data augmentation, five different 

popular CNN models are fed with augmented leaf images. 

These are ResNet18, ResNet50, GoogLeNet, DenseNet201, 

and MobileNetv2, which are frequently used in DL studies. The 

architecture of each model consists of different numbers and 

types of layers. The input image size for each model is 224 × 

224. Therefore, each image is resized and given to the models. 

Of 1500 leaf images, 80% were used for training and 20% for 

testing.  

Before training, the dataset is divided into small groups. 

Learning is done in these small groups. This parameter, called 

mini-batch size, determines how many data the CNN model can  

process at the same time. The groups separated by mini-batch 

are trained sequentially and the weights of the network are 

updated. The number of times that all training data is given to 

the network is called the epoch. In this way, the network is 

repeatedly trained and the weights are updated to reduce the 

error. The update rate of the weights is determined by the 

Learning Rate. The parameter values used for training in all 

CNN models are as follows: Execution Environment: GPU, 

Max. Epoch: 20, Learning Rate: 0.001, and Mini Batch Size: 

32. The optimization algorithm used to train and reduce the loss 

value is Stochastic Gradient Descent with Momentum 

(SGDM). Result values are obtained after training and testing 

for each CNN model. The training of CNN models is carried 

out on a laptop computer with Intel Core i7-7700HG CPU, 

NVIDIA GeForce GTX 1050 4 GB graphics card and 16 GB 

RAM. The confusion matrices obtained according to the 

ResNet18, ResNet50, GoogLeNet, DenseNet201, and 

MobileNetv2 classification results are shown in Fig. 10. In 

addition, accuracy, specificity, precision, F1-score, and 

sensitivity performance metrics were calculated according to 

these error matrices and these values are given in Table IV. 

 

 

 

 

 

 

 

 
(a) DT (b) KNN 

  
(c) NB (d) SVM 

Fig. 9. Confusion matrices of ML algorithms 
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(a) ResNet18 (b) ResNet50 

  
(c) GoogLeNet (d) DenseNet201 

 
(e) MobileNetv2 

Fig. 10. Confusion matrices of DL algorithms 

TABLE IV 

PERFORMANCE METRICS OF CNN MODELS 

Model Acc. Spec. Prec. Sens. 
F1-

Score 

ResNet18 0.9967 0.9998 0.9970 0.9968 0.9968 

ResNet50 0.9967 0.9998 0.9974 0.9970 0.9971 

GoogLeNet 0.9933 0.9995 0.9923 0.9938 0.9928 

DenseNet201 1 1 1 1 1 

MobileNetv2 0.9967 0.9998 0.9974 0.9970 0.9971 

 

When the confusion matrices in Fig.10 and the classification 

results in Table IV are examined, it is seen that all the CNN 

models used provide superior success. DenseNet201, which has 

the densest connectivity among CNN models, correctly 

classified all leaves. 

In addition, in this study, DL and ML algorithms, which 

provide the highest classification (SVM for ML, DesneNet201 

for DL) are also tested on the Swedish leaf dataset. First, each 

of the leaf images in the Swedish dataset (see Fig.1(b)) is pre-

processed as in the Folio dataset. 80% of these images are used 

for training and the rest for testing. For ML, SURF features are 

extracted from the processed images. Then these features are 

processed with the BoVW method and new word features are 

created. Afterwards, the BO-optimized SVM method classifies 

leaf images with 96.89% accuracy. The confusion matrix 

obtained as a result of classification with SVM is shown in Fig. 

11(a). Other metric values are also shown in Table V. 

For DL, the number of pre-processed images is increased by 

the data augmentation techniques shown in Fig. 7. As a result 

of increasing the data, the total number of processed leaf images 

increases to 5625. After the training and testing steps, the 

confusion matrix obtained with the DenseNet201 network for 

the test data is shown in Fig. 11(b). In addition, other 

performance metrics are shared in Table V. Accordingly, 

Swedish leaf dataset images are classified with 99.91% 

accuracy with DenseNet201. The resulting accuracy and other 

metrics prove the robustness of the proposed method and 

support the results obtained on the Folio dataset. 
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Ulmus carpinifolia 

 Acer

Salix aurita

Quercus

Alnus incana

Betula pubescens

Salix alba 'Sericea'

Populus tremula

Ulmus glabra

Sorbus aucuparia

Salix sinerea

Populus

Tilia

Sorbus intermedia

Fagus silvatica  
(a) SVM 

Ulmus carpinifolia 

 Acer

Salix aurita

Quercus

Alnus incana

Betula pubescens

Salix alba 'Sericea'

Populus tremula

Ulmus glabra

Sorbus aucuparia

Salix sinerea

Populus

Tilia

Sorbus intermedia

Fagus silvatica  
(b) DenseNet201 

Fig. 11. Confusion matrices obtained with DenseNet201and SVM for the 

Swedish Leaf dataset 
 

TABLE V 

PERFORMANCE METRICS OF SVM AND DENSENET201 MODEL FOR 

THE SWEDISH LEAF DATASET 

Model Acc. Spec. Prec. Sens. 
F1-

Score 

SVM 0.9689 0.9978 0.9706 0.9685 0.9680 

DenseNet201 0.9991 0.9999 0.9992 0.9988 0.9990 

VI. CONCLUSION, DISCUSSION AND FUTURE WORKS 

In this study, leaf types are classified using ML and DL-
based approaches. For a more comprehensive classification, 
four different ML methods, namely DT, KNN, SVM, and NB, 
and five different DL methods, ResNet18, ResNet50, 
GoogLeNet, DenseNet201, and MobileNetv2, are applied. 
Folio dataset images are used in all these learning-based 
algorithms. Then the Swedish leaf dataset is also used to prove 
the robustness of the proposed method. No features are directly 
extracted from the raw leaf images in this dataset. Firstly, image 
pre-processing steps are applied to the raw leaf images. Noise 
and background are removed during pre-processing so that only 
features are extracted based on the leaves. In this way, the basis 
for a more successful classification is formed. Pre-processed 
images are saved, and classifications are performed using these 
images. 

In ML-based classification, the SURF features are extracted 
from the saved images. Thus, scale-invariant and rotation-
invariant features are obtained. However, there are many 
feature points around 947085 with SURF. BoVW is used to 
classify these features in a shorter time and to reduce their size 
by combining them to be more meaningful. SURF features are 
clustered with BoVW and then histograms are generated 
according to the number of clusters in each image. That means 
each image is expressed by the histogram of visual words. K-
means is used for clustering. As a result, the histograms are 
classified by four different ML methods (DT, KNN, SVM, NB). 
BO method, which is one of the HO algorithms, is used with 
ML methods to obtain the best results. In this way, optimum 

hyperparameters are determined for each ML method. As a 
result, for DT, KNN, SVM, and NB, the classification accuracy 
rates are 65.36%, 98.09%, 98.09%, and 89.63%, respectively. 
KNN is a faster learning algorithm than SVM. So, the highest 
performance in terms of both accuracy and time is provided by 
KNN. 

In the next stage, the types of leaves are classified with 
different state-of-the-art CNN models. New leaf images have 
been obtained using data augmentation techniques. In this way, 
the number of data important for deep network training is 
increased. Finally, the augmented images were classified using 
five different CNN models: ResNet18, ResNet50, GoogLeNet, 
DenseNet201, and MobileNetv2. The classification accuracy 
rates of these CNN models are 99.67%, 99.67%, 99.33%, 
100%, and 99.67%, respectively. In addition, at the end of the 
study, ML and DL models that successfully classify the Folio 
dataset are analyzed on the Swedish Leaf dataset. As a result, 
leaf images in the Swedish Leaf dataset are classified with 
99.91% accuracy with DenseNet201 and 96.89% with SVM. 

The results show that CNN-based methods for leaf 
classification are more successful than traditional image 
processing and ML methods. Finally, it is considered that these 
results can be useful and encouraging for future studies. As 
more complex features are obtained from more images with 
DL, higher accuracy is expected. However, the success of KNN 
and SVM methods is quite high despite fewer features and 
fewer images. The combination of SURF, BOVW, and BO 
methods provided a powerful feature map for ML algorithms.  

As a result of both ML and DL experiments, a successful leaf 
recognition application was carried out for pre-processed leaf 
images. The highest leaf recognition accuracy was 98.09% with 
ML and 100% with DL. These accuracies were obtained with 
KNN/SVM and DenseNet201 models, respectively. The 
performance of ML methods powered by SURF, BoVW, and 
BO close to CNN models supports the initial hypothesis.  

Despite these successful results, ML and DL applications 
have some limitations. For a real-time application, extraction of 
SURF features and BO would cause significant delays and thus 
ML implementations would be insufficient for practical 
implementation. Both ML and DL applications should be able 
to recognize faster. Although data augmentation significantly 
impacts the success of DL, these images are artificial. 
Therefore, performing DL experiments on a larger dataset will 
provide more reliable results. 

Considering the implementation and results of ML and DL, 
ML provided a more erroneous result than DL despite the 
SURF, BoVW, and BO implementation steps. However, data 
augmentation was performed for DL as an additional step. 
Ultimately, however, DL-based CNN models proved to be both 
an easier and more successful tool for leaf recognition. DL-
based solutions will provide stronger recognition if larger 
datasets are used. However, increasing the accuracy does not 
only depend on the dataset. The design of the deep architecture 
for training is also important. For this reason, more successful 
results can be obtained with different deep architectures in 
future studies. In addition, CNN-SVM networks, which have 
come to the fore recently and which extract features with DL 
and perform classification with SVM, can provide stronger leaf 
recognition performance. Besides architecture, the fusion of 
features extracted from leaves in different ways can also 
enhance recognition performance. In this context, the fusion of 
DL and ML features may provide a stronger representation. In 
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addition to all these, the current success can be increased by 
applying the HO applied in ML algorithms to CNN models 
similarly. 
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