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 Cancer is one of the leading health problems, occurring in various organs and tissues of the 
body, and its incidence is increasing worldwide. Lung cancer is one of the deadliest types of 
cancer. Due to its worldwide prevalence, increasing number of cases, and deadly 
consequences, early detection of lung cancer, as with all other cancers, greatly increases the 
chances of survival. As with all other diseases, the diagnosis of cancer is only possible after the 
appearance of various symptoms and an examination by specialists. Known symptoms of lung 
cancer are shortness of breath, coughing, wheezing, jaundice in the fingers, chest pain, and 
difficulty swallowing. The diagnosis is made by an expert on site based on these symptoms 
and additional tests. The aim of this study is to detect the disease at an earlier stage based on 
the symptoms present, to assess more cases with less time and cost, and to achieve results in 
new situations that are as successful or even faster than those of human experts by deriving 
them from existing data using different algorithms. The aim is to develop an automated model 
that can detect early-stage lung cancer based on machine learning methods. The developed 
model includes nine different machine learning algorithms (NB, LR, DT, RF, GB, and SVM). The 
success of the classification algorithms used was evaluated using the metrics of accuracy, 
sensitivity, and precision calculated using the parameters of the confusion matrix. The results 
obtained show that the proposed model can detect cancer with a maximum accuracy of 91%. 

Research Article 
DOI: 10.31127/tuje.1180931 
 
Received: 27.09.2022 
Revised:   22.12.2022 
Accepted: 27.12.2022 
Published:27.02.2023 
 

 
 
 

 
 
 

1. Introduction  
 

Lung cancer is the formation of a mass (tumor) in 
the lung by cells that are structurally normal lung tissue 
but that multiply uncontrollably. The mass formed here 
first grows around itself and, in later stages, spreads via 
the blood to surrounding tissue or distant sites (liver, 
bones, brain, etc.) and causes damage. This spread is 
called metastasis. Lung cancer is responsible for the 
largest proportion of deaths from malignant diseases 
worldwide [1-6]. The International Agency for Research 
on Cancer (IARC) provides estimates of incidence and 
mortality rates for 36 specific cancers in 185 countries 
and for all cancers combined for the year 2020, according 
to its latest estimates of the global cancer burden as of 
December 15, 2020 [6-7]. Worldwide, the total number 
of cancer patients still alive within 5 years of cancer 
diagnosis (5-year prevalence) is estimated at 50.6 
million. The most common cancer worldwide is breast 
cancer in women (11.7%), followed by lung cancer 
(11.4%), colorectal cancer (10.0%), prostate cancer 

(7.3%), and stomach cancer (5.6%) [6]. The causes of 
cancer are diverse and range from behavioral 
characteristics such as high body mass index, tobacco, 
and alcohol use to physical carcinogens such as exposure 
to ultraviolet rays and radiation, including certain 
biological and genetic carcinogens [8]. Malaise, fatigue, 
nausea, a persistent cough, difficulty breathing, weight 
loss, muscle pain, and bleeding and bruising are among 
the most common cancer symptoms [3, 9, 10]. Again, 
none of these symptoms are cancer-specific, and not 
every patient has them all. Without a comprehensive 
diagnostic examination such as a computed tomography 
scan (CT) [11], magnetic resonance imaging (MRI) [12], 
13], positron emission tomography (PET) [14], 
ultrasound, or a biopsy, it is impossible to detect the 
presence of cancer. In the early stages, those affected 
often show few or no symptoms. As with all other 
malignancies, timely and early detection of lung cancer is 
critical due to its prevalence, high mortality rate, and 
increasing incidence. Clinicians want to know the actual 
relationship between observations, interventions, and 
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outcomes (outputs). In other words, they need a model 
to detect, classify, or predict disease. Currently, this 
information is based on clinical trials and clinicians' 
experience. Reviewing medical records to determine the 
best treatment options for patients is also very time-
consuming. A good estimation and classification model 
simplifies the whole process.  

The diagnosis of cancer is made by doctors who are 
experts in the field by interpreting the observable 
symptoms and the results of examinations. Intensive 
studies in the field of artificial intelligence [15–17], 
together with rapidly developing technology, have paved 
the way for machines to make the right decisions in many 
areas, just like human experts. The branch of artificial 
intelligence that enables predictions about new 
situations by using correlations obtained from data by 
interpreting the data of the current situation is called 
machine learning (ML) [18–20]. It is a set of techniques 
that enable rapid and accurate decisions to be made for 
new and different situations by learning from data that 
has been studied in a particular subject area. These 
techniques have enabled successful applications in 
healthcare [18, 19] and many other fields. ML has a wide 
range of applications, from disease detection in 
pathology to intelligent systems that can prescribe 
conventional drugs when evaluated based on the 
patient's symptoms [21]. When provided with high 
quality and sufficient data, it can deliver results that are 
as accurate as those of human experts, even faster and 
more powerful. 

When it comes to methods of diagnosing disease, 
computer technology and artificial intelligence have 
shown incredible potential in the diagnostic industry, 
offering a powerful alternative to traditional diagnostic 
methods. Diagnosing a particular disease requires taking 
a sample from a patient, running a series of tests on those 
samples, converting the results into an interpretable 
form, and finally having a trained person make a decision 

based on those results. If the samples taken from a 
patient are digital or have been digitized in some way, 
they can be analyzed by machines. They can then be 
provided with a dataset containing decisions about 
similar situations in the past. In machine learning, 
making decisions based on information obtained from 
past scenarios is called "supervised learning" [22]. Over 
the last three decades, many supervised learning 
algorithms have been developed that are ideal for 
working with biomedical data. By using biomedical data 
[23], artificial intelligence can offer a new dimension in 
the field of medical diagnosis [24] and is increasingly 
becoming a viable alternative to traditional diagnostic 
methods. Although AI models appear promising on paper 
and in controlled experiments, they are not yet reliable 
enough to be trusted with life-changing decisions. Of 
course, some simple diagnostic procedures are only 
performed by machines with little or no human 
intervention. Yet AI methods often still struggle in 
practice. These challenges are being overcome by 
collecting more practical data, developing new and 
improved learning algorithms, and rigorously testing 
new models.  

In this study, we developed a ML-based 
classification model based on a performance comparison 
of algorithms that can diagnose lung cancer. The results 
showed that the model is able to classify associated lung 
cancer with high reliability. In the following sections, we 
describe this approach to cancer diagnosis and provide 
the necessary graphs, tables, charts, and other drawings 
to facilitate interpretation. 

The rest of the article is structured as follows: 
Chapter 2 explains the principles of the methods and 
techniques required to build this model. This section 
explains the dataset, the machine learning algorithm, and 
the performance evaluation metrics used. Finally, 
chapter 3 presents the results and discussion.  
 

 

 
Figure 1. Flowchart of the process for machine learning based lung cancer diagnosis 

 
2. Method 

 

Early detection of lung cancer is thought to increase 
survival rates and reduce cancer-related deaths 
worldwide. People at high risk often undergo annual 
radiological screening by computed tomography, the 
current method of clinical lung cancer diagnosis. The 

performance of CT screening is not satisfactory due to its 
high cost and high prevalence of false-positive results 
[25]. In this study, the predictive biomarkers for the 
diagnosis of lung cancer were a persistent or worsening 
cough, blood or bloody sputum when coughing, chest 
pain that worsens when coughing or laughing while 
breathing deeply, loss of appetite, weakness, fatigue, 
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weight loss, hoarseness, shortness of breath, and 
recurrent or persistent lung infections such as bronchitis 
or pneumonia. These data are combined using machine 
learning techniques to find diagnostic indicators of early-
stage lung cancer. Figure 1 shows the overall framework 
of the proposed architecture. 
 

2.1. Dataset 
 

The effectiveness of the cancer prediction system 
helps people know their cancer risk at a low cost and 
helps them make the right decision based on their cancer 
risk status. The data used in this study [25] consists of 
responses from 309 different people from a lung cancer 
survey conducted in 2013. In addition to the basic 
information about the individuals in the dataset, there 
are several observable anomalies about their harmful 
habits and health. The dataset contains information on 
15 characteristics. Depending on these features, a label is 

generated indicating whether lung cancer was diagnosed 
in the returns of the same individuals. The features in the 
dataset and the correlation between them are listed 
below. The 16th feature in the dataset was obtained as 
feedback from participants. A study was conducted to 
estimate the 16th feature using the first 15 features 
related to lung cancer in the dataset. Figure 2 shows a 
diagram of the general distribution of the data. 

The statistical method used to determine whether a 
linear relationship exists between numerical 
measurements of data in a data set and, if so, the 
direction and strength of that relationship, is called 
correlation. If the correlation coefficient is negative, 
there is an inverse relationship between the two 
variables. If the correlation coefficient is positive, there is 
a correct relationship between the two variables, i.e., "if 
one variable increases, so does the other." Table 1 shows 
the correlation of the data used. 

 

 
Figure 2. Visualize All attributes 

 
Table 1. Lung cancer data correlation table 
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2.2. Machine Learning Classifiers  
 

Machine learning (ML) [26–28] is the process of 
instructing computers to use data more efficiently and 
effectively through reinforcement learning. It refers to 
the supervised learning process used in classification, 
whereby the software learns from incoming data and 
then applies this knowledge to categorize future 
observations. Classification techniques are used to 
determine the classification of the data. Similar to the 
regression model, the categorization model predicts 
future outcomes. In this study on ML-based lung cancer 
detection, we used the following algorithms: Naive 
Bayes, Logistic Regression, Fast Large Margin, Decision 
Tree, Random Forest, Gradient Boosting, and Support 
Vector Machin. 
 
2.2.1. Naive Bayes (NB) 
 

Naive Bayes is a simple learning procedure developed 
by Thomas Bayes [29] that applies Bayes' rule and makes 
a strong assumption about the conditional independence 
of features with respect to class. Naive Bayes is widely 
used in practice because of its computational efficiency 
and several other advantageous properties. The 
quantitative component of the Bayesian network 
consists of three basic components: probability theory, 
Bayes' theorem, and conditional probability functions. 
Bayes' theorem starts from the premise that the 
conditional probability is proportional to the probability 
of events occurring. This makes it easy to represent the 
probability distribution in graphical models as 
conditional dependence or independence [30, 31]. 
 
2.2.2. Logistic Regression (LR) 
 

Logistic regression (LR) is a simpler and more 
accurate method for dealing with binary and linear 
classification problems, i.e., modelling the probability of 
a discrete outcome as a function of an input variable. It is 
a basic classification model that works effectively for 
classes that can be linearly separated [32]. 
 
2.2.3. Decision Tree (DT) 
 

The decision tree method is a supervised learning 
technique that can handle categorical and numerical data 
under supervision and corresponds to the ideal node and 
edge tree for classification problems. Each node in the 
tree indicates the class of the problem, while each edge 
reflects the result of the analysis. This classifier is a 
predictive machine learning model that illustrates the 
relationship between the values of the dataset and the 
features. The goal of decision-making is to determine the 
best option considering the entire probability 
distribution. Each branch of the decision tree represents 
the possible value of a different category. The nodes are 
determined based on entropy measurements of the 
features in the dataset. The root node is the feature with 
the highest entropy [33–35]. 
 
 
 

2.2.4. Random Forest (RF) 
 

Random Forest was developed by Leo Breiman [36] 
to create a community of estimators by generating a set 
of decision trees in randomly selected data subdomains, 
where each tree has the same value and depends on the 
values of an independently generated random vector. 
Random forests, also known as random choice forests, 
are a type of ensemble learning technique used to solve 
classification, regression, and other problems that 
require training a large number of decision trees. The 
output of the random forest is the class of the 
classification problem that is chosen by the majority of 
the trees [37, 38]. 
 

2.2.5. Gradient Boosting (GB) 
 

The method was developed by combining the 
concepts of gradient descent and boosting. improves the 
results of decision trees using the gradient descent 
algorithm. Splitting the dataset into multiple sub-
datasets as in a Random Forest is not done in this 
approach. A decision tree is created from the existing 
dataset and a new decision tree is created based on its 
errors [39–41]. 
 

2.2.6. Support Vector Machine (SVM) 
 

Support Vector Machine (SVM) is a supervised 
machine learning algorithm that can be used for 
classification or regression problems. However, it is 
mainly used for classification problems. Draws a line to 
separate points that lie on a plane [42–44]. The objective 
is that this line has the maximum distance between the 
points of the two classes.  SVM was developed by Vapnik 
et al [45]. 
 

2.3. Performance Metrics 
 

The purpose of the performance evaluation is to 
analyze the effectiveness of the algorithms used and 
show the usability of the system. The output values are 
compared with the actual values to validate a 
classification approach. In this study, the confusion 
matrix [46] was used to measure the classification 
success of the proposed approach, and six different 
performance measures were used, namely accuracy, area 
under the curve (AUC), precision, F-measure, sensitivity, 
and specificity. The corresponding calculation formulas 
can be found in Table 2. In the table, TP (True Positive) 
represents the number of correctly classified positive 
data, FP (False Positive) represents the number of 
misclassified positive data, TN (True Negative) 
represents the number of correctly classified negative 
data, and FN (False Negative) represents the number of 
misclassified negative data [46]. 

The Receiver Operating Characteristic Curve (ROC) is 
characterized by the AUC. AUC is a graphical 
representation of the false-positive rate (FPR) and the 
true-positive rate (TPR) at different confidence levels. 
Since AUC is not based on a discontinuity number, it is a 
more reliable measure of overall performance than 
accuracy [51]. 
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Table 2. Performance metrics 
Description Formula References 
𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

[47] [48], [49] 

𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚 (𝑹𝒆𝒄𝒂𝒍𝒍) 
𝑅𝐶𝐿 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

[48], [49] 

𝐒𝐩𝐞𝐜𝐢𝐟𝐢𝐜𝐢𝐭𝐲 
𝑆𝑃𝐶 =

𝑇𝑁

𝐹𝑃 + 𝑇𝑁
 

[48], [49] 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 
𝑃𝑅𝐸 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

[48], [49] 

F-1 Score 
FSC = 2 ∗

𝑃𝑅𝐸. 𝑅𝐶𝐿

𝑃𝑅𝐸 + 𝑅𝐶𝐿
 

[48], [49] 

Area Under the Curve 
AUC =

1

2
. (𝑅𝐶𝐿 + 𝑆𝑃𝐶) 

[50] 

 
3. Results and Discussion 
 

Lung cancer is one of the cancers that causes the 
most deaths among cancers because it is not diagnosed 
until the late stages. For this reason, it is very important 
to detect lung cancer at an early stage. As in many other 
fields, machine learning is now delivering successful 
results in health research. The use of computer-aided 
diagnosis systems in the early detection of lung cancer 
can lead to more accurate and faster results. The 
classification system implemented in this study is able to 
provide a practical assessment of the risk status of lung 
cancer based on the information provided by the 
individuals themselves. In this study, Naive NB, LR, DT, 
RF, GB, and SVM were classified by six different machine 
learning methods to accurately diagnose critical disease-
related features of lung cancer. 

In the study on evaluating the performance of 
machine learning classifiers, we present the results of the 
metrics obtained based on the complexity matrix of the 
case with the highest average classification success. The 
values ACC, RCL, SPC, PRE, FSC, AUC, and ROC of the 
classifiers used are shown in Figures 3–10. 
 

4. Conclusion  
 

A summary graph of the accuracy rates achieved as 
a result of the classification process can be found in 
Figure 3. Although all six methods showed high success 
in classifying the data, it was found that the most 
successful methods were NB and SVM, with a rate of 91%. 

The ROC curves of each classifier are shown in Figure 10. 
The ROC curve is one of the most commonly used metrics 
to evaluate the performance of machine learning 
algorithms. It explains how good the model is at 
prediction. One of the most commonly used metrics is the 
AUC curve. AUC stands for "Area Under the ROC Curve." 
The area of this field is AUC. The larger the area covered; 
the better machine learning models can distinguish 
between certain classes. The ideal value for AUC is 1. The 
classification system implemented in this study is able to 
provide a practical assessment of the risk status of lung 
cancer based on the information provided by the people 
themselves. In this way, it guides people to take the 
necessary precautions in time. Due to the methods used, 
high diagnostic accuracy is aimed for. In addition, this 
study will help doctors who will use the system to 
provide initial information for the diagnosis of lung 
cancer. Methods with high accuracy are necessary to 
achieve developments in such matters. This study 
focuses on effective decision-support systems that can 
help them diagnose more easily and accurately. In this 
context, the effectiveness and accuracy of expert systems 
and various artificial intelligence techniques were 
evaluated. As a result of this evaluation, NB and SVM 
showed high predictive performance in the problem of 
diagnosing lung diseases. In conclusion, NB and SVM 
methods can be successfully used in the diagnosis of lung 
diseases and are preferred by physicians to make 
decisions about the disease. 

 

 
Figure 3. Accuracy (ACC) of machine learning-based lung cancer diagnosis 
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Figure 4. Area Under the Curve (AUC) of machine learning-based lung cancer diagnosis  

 

 
Figure 5. Precision of machine learning-based lung cancer diagnosis 

 

 
Figure 6. Sensitivity/Recall of machine learning-based lung cancer diagnosis 

 

 
Figure 7. F Measure of machine learning-based lung cancer diagnosis 
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Figure 8. Sensitivity of machine learning-based lung cancer diagnosis 

 

 
Figure 9. Specificity of machine learning-based lung cancer diagnosis 

 

 
Figure 10. ROC Comparison of machine learning-based lung cancer diagnosis  
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